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Chapter 1: Computer Networks and the Internet 
 

Today’s Internet is arguably the largest engineered system ever created by mankind,  with 

hundreds of millions of connected computers, communication links, and switches; with billions 

of users who connect via laptops, tablets, and smartphones; and with an array of new Internet-

connected devices such as sensors, Web cams, game consoles, picture frames, and even washing 

machines. This first chapter presents a broad overview of computer networking and the Internet. 

Our goal here is to paint a broad picture and set the context for the rest of this book, to see the 

forest through the trees.  

 

We’ll structure our overview of computer networks in this chapter as follows. After introducing 

some basic terminology and concepts, we’ll first examine the basic hardware and software 

components, begin at the network’s edge and look at the end systems and network applications 

running in the network. We’ll then explore the core of a computer network, examining the links 

and the switches that transport data, as well as the access networks and physical media that 

connect end systems to the network core. We’ll examine delay, loss, and throughput of data in a 

computer network and provide simple quantitative models for end-to-end throughput and delay: 

models that take into account transmission, propagation, and queuing delays. We’ll then 

introduce some of the key architectural principles in computer networking, namely, protocol 

layering and service models.  

 

1.1 What Is the Internet? 
In this book, we’ll use the public Internet, a specific computer network, as our principal vehicle 

for discussing computer networks and their protocols. First, we can describe the nuts and bolts of 

the Internet, that is, the basic hardware and software components that make up the Internet. 

Second, we can describe the Internet in terms of a networking infrastructure that provides 

services to distributed applications. Let’s begin with the nuts-and-bolts description, using Figure 

1.1 to illustrate our discussion. 

 

1.1.1 A Nuts-and-Bolts Description 

The Internet is a computer network that interconnects hundreds of millions of computing devices 

throughout the world. Not too long ago, these computing devices were primarily traditional 

desktop PCs, Linux workstations, and so-called servers that store and transmit information such 

as Web pages and e-mail messages. Increasingly, however, nontraditional Internet end systems 

such as laptops, smartphones, tablets, TVs, gaming consoles, Web cams, automobiles, 

environmental sensing devices, picture frames, and home electrical and security systems are 

being connected to the Internet. Indeed, the term computer network is beginning to sound a bit 

dated, given the many nontraditional devices that are being hooked up to the Internet. In Internet 

jargon, all of these devices are called hosts or end systems.  
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                                       Figure 1.1: Some pieces of the Internet 
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As of July 2011, there were nearly 850 million end systems attached to the Internet, not counting 

smartphones, laptops, and other devices that are only intermittently connected to the Internet. 

Overall, more 2 billion estimated Internet users are there to utilize the services. 

 

End systems are connected together by a network of communication links and packet switches. 

In general, there are many types of communication links, which are made up of different types of 

physical media, including coaxial cable, copper wire, optical fiber, and radio spectrum. Different 

links can transmit data at different rates, with the transmission rate of a link measured in 

bits/second.  A packet switch takes a packet arriving on one of its incoming communication links 

and forwards that packet on one of its outgoing communication links. Packet switches come in 

many shapes and flavours, but the two most prominent types in today’s Internet are routers and 

link-layer switches. Both types of switches forward packets toward their ultimate destinations. 

Link-layer switches are typically used in access networks, while routers are typically used in the 

network core. The sequence of communication links and packet switches traversed by a packet 

from the sending end system to the receiving end system is known as a route or path through the 

network.  

 

Packet-switched networks (which transport packets) are in many ways similar to transportation 

networks of highways, roads, and intersections (which trans- port vehicles). End systems access 

the Internet through Internet Service Providers (ISPs), including residential ISPs such as local 

cable or telephone companies; corporate ISPs; university ISPs; and ISPs that provide WiFi access 

in airports, hotels, coffee shops, and other public places. Each ISP is in itself a network of packet 

switches and communication links. ISPs provide a variety of types of network access to the end 

systems, including residential broadband access such as cable modem or DSL, high-speed local 

area network access, wireless access, and 56 kbps dial-up modem access. ISPs also provide 

Internet access to content providers, connecting Web sites directly to the Internet. The Internet is 

all about connecting end systems to each other, so the ISPs that provide access to end systems 

must also be interconnected. These lower-tier ISPs are interconnected through national and 

international upper-tier ISPs such as Level 3 Communications, AT&T, Sprint, and NTT.  

 

End systems, packet switches, and other pieces of the Internet run protocols that control the 

sending and receiving of information within the Internet. The Transmission Control Protocol 

(TCP) and the Internet Protocol (IP) are two of the most important protocols in the Internet. The 

IP protocol specifies the format of the packets that are sent and received among routers and end 

systems. The Internet’s principal protocols are collectively known as TCP/IP.  

 

Given the importance of protocols to the Internet, it’s important that everyone agree on what each 

and every protocol does, so that people can create systems and products that interoperate. This is 

where standards come into play. Internet standards are developed by the Internet Engineering 

Task Force (IETF)[IETF 2012]. The IETF standards documents are called requests for comments 
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(RFCs). RFCs started out as general requests for comments (hence the name) to resolve network 

and protocol design problems that faced the precursor to the Internet [Allman 2011]. RFCs tend 

to be quite technical and detailed. They define protocols such as TCP, IP, HTTP (for the Web), 

and SMTP (for e-mail). There are currently more than 6,000 RFCs. Other bodies also specify 

standards for network components, most notably for network links. The IEEE 802 LAN/MAN 

Standards Committee [IEEE 802 2012], for example, specifies the Ethernet and wireless WiFi 

standards. 

 

1.1.2 A Services Description 

 

The Internet is an infrastructure that provides services to various applications. These applications 

include electronic mail, Web surfing, social networks, instant messaging, Voice- over-IP (VoIP), 

video streaming, distributed games, peer-to-peer (P2P) file sharing, television over the Internet, 

remote login, and much, much more. The applications are said to be distributed applications, 

since they involve multiple end systems that exchange data with each other. Importantly, Internet 

applications run on end systems—they do not run in the packet switches in the network core. 

Although packet switches facilitate the exchange of data among end systems, they are not 

concerned with the application that is the source or sink of data. 

 

End systems attached to the Internet will provide an Application Programming Interface (API) 

that specifies how a program running on one end system asks the Internet infrastructure to deliver 

data to a specific destination program running on another end system. This Internet API is a set 

of rules that the sending program must follow so that the Internet can deliver the data to the 

destination program. Suppose Alice wants to send a letter to Bob using the postal service. Alice, 

of course, can’t just write the letter (the data) and drop the letter out her window. Instead, the 

postal service requires that Alice put the letter in an envelope; write Bob’s full name, address, 

and zip code in the center of the envelope; seal the envelope; put a stamp in the upper-right-hand 

corner of the envelope; and finally, drop the envelope into an official postal service mailbox. 

Thus, the postal service has its own “postal service API,” or set of rules, that Alice must follow 

to have the postal service deliver her letter to Bob. In a similar manner, the Internet has an API 

that the program sending data must follow to have the Internet deliver the data to the program 

that will receive the data. 

 

The postal service, of course, provides more than one service to its customers. It provides express 

delivery, reception confirmation, ordinary use, and many more services. In a similar manner, the 

Internet provides multiple services to its applications. We have just given two descriptions of the 

Internet; one in terms of its hardware and software components, the other in terms of an 

infrastructure for providing services to distributed applications.  

 

1.2 What Is a Protocol? 
Now that we’ve got a bit of a feel for what the Internet is, let’s consider another important 

buzzword in computer networking: protocol.  



 

 

1.2.1 A Human Analogy 

It is probably easiest to understand the notion of a computer network protocol by first 

considering some human analogies, since we humans execute protocols all of the time. Consider 

what you do when you want to ask someone for the time of day. A typical exchange is shown in 

Figure 1.2. Human protocol (or good manners, at least) dictates that one first offer a greeting (the 

first “Hi” in Figure 1.2) to initiate communication with someone else. The typical response to a 

“Hi” is a returned “Hi” message. Clearly, transmitted and received messages, and actions taken 

when these messages are sent or received or other events occur, play a central role in a human 

protocol. If people run different protocols (for example, if one person has manners but the other 

does not, or if one understands the concept of time and the other does not) the protocols do not 

interoperate and no useful work can be accomplished. The same is true in networking—it takes 

two (or more) communicating entities running the same protocol in order to accomplish a task. 

 

 
 

                            Figure 1.2: A human protocol and a computer network protocol 

 

1.2.2 Network Protocols 

A network protocol is similar to a human protocol, except that the entities exchanging messages 

and taking actions are hardware or software components of some device (for example, computer, 

smartphone, tablet, router, or other network-capable device). All activity in the Internet that 

involves two or more communicating remote entities is governed by a protocol. For example, 

hardware-implemented protocols in two physically connected computers control the flow of bits 

on the “wire” between the two network interface cards. Protocols are running everywhere in the 

Internet. The scenario is illustrated in the right half of Figure 1.2. First, your computer will send a 

connection request message to the Web server and wait for a reply. The Web server will 

eventually receive your connection request message and return a connection reply message. 
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Knowing that it is now OK to request the Web document, your computer then sends the name of 

the Web page it wants to fetch from that Web server in a GET message. Finally, the Web server 

returns the Web page (file) to your computer. Given the human and networking examples above, 

the exchange of messages and the actions taken when these messages are sent and received are 

the key defining elements of a protocol: 

 

A protocol defines the format and the order of messages exchanged between two or more 

communicating entities, as well as the actions taken on the trans- mission and/or receipt of a 

message or other event. 

 

The Internet and computer networks in general, make extensive use of protocols. Different 

protocols are used to accomplish different communication tasks.  

 

1.3 The Network Edge 

 
In the previous section we presented a high-level overview of the Internet and networking 

protocols. We are now going to delve a bit more deeply into the components of a computer 

network (and the Internet, in particular). We begin in this section at the edge of a network and 

look at the components namely, the computers, smartphones and other devices that we use on a 

daily basis. In the next section we’ll move from the network edge to the network core and 

examine switching and routing in computer networks. 

 

Recall from the previous section that in computer networking jargon, the computers and other 

devices connected to the Internet are often referred to as end systems. They are referred to as end 

systems because they sit at the edge of the Internet, as shown in Figure 1.3. The Internet’s end 

systems include desktop computers (e.g., desktop PCs, Macs, and Linux boxes), servers (e.g., 

Web and e-mail servers), and mobile computers (e.g., laptops, smartphones, and tablets). 

Furthermore, an increasing number of non-traditional devices are being attached to the Internet as 

end systems (see sidebar). 

 

End systems are also referred to as hosts because they host (that is, run) application programs 

such as a Web browser program, a Web server program, an e-mail client program, or an e-mail 

server program. Throughout this book we will use the terms hosts and end systems 

interchangeably; that is, host = end system. Hosts are sometimes further divided into two 

categories: clients and servers. Informally, clients tend to be desktop and mobile PCs, 

smartphones, and so on, whereas servers tend to be more powerful machines that store and 

distribute Web pages, stream video, relay e-mail, and so on. Today, most of the servers from 

which we receive search results, e-mail, Web pages, and videos reside in large data centers. For 

example, Google has 30–50 data centers, with many having more than one hundred thousand 

servers. 

 

 



 

 

 

 
            

                                                 Figure 1.3: End-system interaction 
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1.3.1 Access Networks 

If you considered the applications and end systems at the “edge of the network,” let’s next 

consider the access network—the network that physically connects an end system to the first 

router (also known as the “edge router”) on a path from the end system to any other distant end 

system.  

 

                                                          Figure 1.4: Access networks 
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Figure 1.4 shows several types of access networks with thick, shaded lines, and the settings 

(home, enterprise, and wide-area mobile wireless) in which they are used. 

 

1.3.2 Home Access: DSL, Cable, FTTH, Dial-Up, and Satellite 

In developed countries today, more than 65 percent of the households have Internet access, with 

Korea, Netherlands, Finland, and Sweden leading the way with more than 80 percent of 

households having Internet access, almost all via a high-speed broadband connection. Finland 

and Spain have recently declared high-speed Internet access to be a “legal right.” Given this 

intense interest in home access, let’s begin our overview of access networks by considering how 

homes connect to the Internet. 

 

Today, the two most prevalent types of broadband residential access are digital subscriber line 

(DSL) and cable. A residence typically obtains DSL Internet access from the same local 

telephone company (telco) that provides its wired local phone access. Thus, when DSL is used, a 

customer’s telco is also its ISP. As shown in Figure 1.5, each customer’s DSL modem uses the 

existing telephone line (twisted- pair copper wire, which will be discussed later) to exchange data 

with a digital subscriber line access multiplexer (DSLAM) located in the telco’s local central 

office (CO). The home’s DSL modem takes digital data and translates it to high- frequency tones 

for transmission over telephone wires to the CO; the analog signals from many such houses are 

translated back into digital format at the DSLAM. The residential telephone line carries both data 

and traditional telephone signals simultaneously, which are encoded at different frequencies: 

A high-speed downstream channel, in the 50 kHz to 1 MHz band 

A medium-speed upstream channel, in the 4 kHz to 50 kHz band 

An ordinary two-way telephone channel, in the 0 to 4 kHz band 

It makes the single DSL link appear as if there were three separate links, so that a telephone call 

and an Internet connection can share the DSL link at the same time.  

 

                                              Figure 1.5: DSL Internet access 
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On the customer side, a splitter separates the data and telephone signals arriving to the home and 

forwards the data signal to the DSL modem. On the telco side, in the CO, the DSLAM separates 

the data and phone signals and sends the data into the Internet. Hundreds or even thousands of 

households connect to a single DSLAM. 

 

While DSL makes use of the telco’s existing local telephone infrastructure, cable Internet access 

makes use of the cable television company’s existing cable television infrastructure. A residence 

obtains cable Internet access from the same company that provides its cable television. As 

illustrated in Figure 1.6, fiber optics connects the cable head end to neighbourhood-level 

junctions, from which traditional coaxial cable is then used to reach individual houses and 

apartments. Each neighbourhood junction typically supports 500 to 5,000 homes. Because both 

fiber and coaxial cable are employed in this system, it is often referred to as hybrid fiber coax 

(HFC). 
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                                      Figure 1.6: A hybrid fiber-coaxial access network 

 

Cable internet access requires special modems, called cable modems. As with a DSL modem, the 

cable modem is typically an external device and connects to the home PC through an Ethernet 

port. At the cable head end, the cable modem termination system (CMTS) serves a similar 

function as the DSL network’s DSLAM—turning the analog signal sent from the cable modems 

in many downstream homes back into digital format. Cable modems divide the HFC network 

into two channels, a downstream and an upstream channel.  

 

Although DSL and cable networks currently represent more than 90 percent of residential 

broadband access in the United States, an up-and-coming technology that promises even higher 

speeds is the deployment of fiber to the home (FTTH). As the name suggests, the FTTH concept 
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is simple— provide an optical fiber path from the CO directly to the home. In the United States, 

Verizon has been particularly aggressive with FTTH with its FIOS service. There are several 

competing technologies for optical distribution from the CO to the homes. The simplest optical 

distribution network is called direct fiber, with one fiber leaving the CO for each home. More 

commonly, each fiber leaving the central office is actually shared by many homes; it is not until 

the fiber gets relatively close to the homes that it is split into individual customer-specific fibers. 

There are two competing optical-distribution network architectures that perform this splitting: 

active optical networks (AONs) and passive optical net- works (PONs). AON is essentially 

switched Ethernet, which will be discussed later. Here, we briefly discuss PON, which is used in 

Verizon’s FIOS service.  

 
 

                                          Figure 1.7: FTTH Internet access 

 

Figure 1.7 shows FTTH using the PON distribution architecture. Each home has an optical 

network terminator (ONT), which is connected by dedicated optical fiber to a neighbourhood 

splitter. The splitter combines a number of homes (typically less than 100) onto a single, shared 

optical fiber, which connects to an optical line terminator (OLT) in the telco’s CO. The OLT, 

providing conversion between optical and electrical signals, connects to the Internet via a telco 

router. In the home, users connect a home router (typically a wireless router) to the ONT and 

access the Inter- net via this home router. In the PON architecture, all packets sent from OLT to 

the splitter are replicated at the splitter (similar to a cable head end). 

 

Two other access network technologies are also used to provide Internet access to the home such 

as satellite link can be used to connect a residence to the Internet at speeds of more than 1 Mbps; 

StarBand and HughesNet are two such satellite access providers. Dial-up access over traditional 

phone lines is based on the same model as DSL—a home modem connects over a phone line to a 

modem in the ISP. Compared with DSL and other broadband access networks, dial-up access is 

excruciatingly slow at 56 kbps. 

 

1.3.3 Access in the Enterprise (and the Home): Ethernet and WiFi 

On corporate and university campuses, and increasingly in home settings, a local area network 
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(LAN) is used to connect an end system to the edge router. Although there are many types of 

LAN technologies, Ethernet is by far the most prevalent access technology in corporate, 

university, and home networks. As shown in Figure 1.8, Ethernet users use twisted-pair copper 

wire to connect to an Ethernet switch, a server. 

 

 

 
 

                                       Figure 1.8: Ethernet Internet access  

 

The Ethernet switch, or a network of such interconnected switches, is then in turn connected into 

the larger Internet. With Ethernet access, users typically have 100 Mbps access to the Ethernet 

switch, whereas servers may have 1 Gbps or even 10 Gbps access. In a wireless LAN setting, 

wireless users transmit/receive packets to/from an access point that is connected into the 

enterprise’s network (most likely including wired Ethernet), which in turn is connected to the 

wired Internet. A wireless LAN user must typically be within a few tens of meters of the access 

point. Wireless LAN access based on IEEE 802.11 technology, more colloquially known as 

WiFi, is now just about everywhere—universities, business offices, cafes, air- ports, homes, and 

even in airplanes.  

 

Even though Ethernet and WiFi access networks were initially deployed in enterprise (corporate, 

university) settings, they have recently become relatively common components of home 

networks. Many homes combine broadband residential access (that is, cable modems or DSL) 

with these inexpensive wireless LAN technologies to create powerful home networks. Figure 1.9 

shows a typical home network. This home network consists of a roaming laptop as well as a 

wired PC; a base station (the wireless access point), which communicates with the wireless PC; a 

cable modem, providing broadband access to the Internet; and a router, which inter- connects the 

base station and the stationary PC with the cable modem. This network allows household 

members to have broadband access to the Internet with one member roaming from the kitchen to 

the backyard to the bedrooms. 
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                                        Figure 1.9: A typical home network 

 

1.3.4 Wide-Area Wireless Access: 3G and LTE 

Increasingly, devices such as iPhones, BlackBerrys, and Android devices are being used to send 

email, surf the Web, Tweet, and download music while on the run. These devices employ the 

same wireless infrastructure used for cellular telephony to send/receive packets through a base 

station that is operated by the cellular network provider. Unlike WiFi, a user need only be within 

a few tens of kilometres (as opposed to a few tens of meters) of the base station. 

 

Telecommunications companies have made enormous investments in so-called third-generation 

(3G) wireless, which provides packet-switched wide-area wireless Internet access at speeds in 

excess of 1 Mbps. But even higher-speed wide-area access technologies—a fourth-generation 

(4G) of wide-area wireless networks—are already being deployed. LTE ( for “Long-Term 

Evolution”—a candidate for Bad Acronym of the Year Award) has its roots in 3G technology, 

and can potentially achieve rates in excess of 10 Mbps. LTE downstream rates of many tens of 

Mbps have been reported in commercial deployments.  

 

1.4 Physical Media 

 
In the previous subsection, we gave an overview of some of the most important network access 

technologies in the Internet. As we described these technologies, we also indicated the physical 

media used. For example, we said that HFC uses a combination of fiber cable and coaxial cable. 

We said that DSL and Ethernet use copper wire. And we said that mobile access networks use the 

radio spectrum. In this subsection we provide a brief overview of these and other transmission 

media that are commonly used in the Internet. 

 

Consider a bit traveling from one end system, through a series of links and routers, to another end 

system. The source end system first transmits the bit, and shortly thereafter the first router in the 

series receives the bit; the first router then transmits the bit, and shortly thereafter the second 

router receives the bit; and so on. Thus our bit, when traveling from source to destination, passes 
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through a series of transmitter-receiver pairs. For each transmitter-receiver pair, the bit is sent by 

propagating electromagnetic waves or optical pulses across a physical medium. The physical 

medium can take many shapes and forms and does not have to be of the same type for each 

transmitter-receiver pair along the path. Examples of physical media include twisted-pair copper 

wire, coaxial cable, multimode fiber-optic cable, terrestrial radio spectrum, and satellite radio 

spectrum. Physical media fall into two categories: guided media and unguided media. With 

guided media, the waves are guided along a solid medium, such as a fiber-optic cable, a twisted-

pair copper wire, or a coaxial cable. With unguided media, the waves propagate in the 

atmosphere and in outer space, such as in a wireless LAN or a digital satellite channel. 

 

But before we get into the characteristics of the various media types, let us say a few words about 

their costs. The actual cost of the physical link (copper wire, fiber-optic cable, and so on) is often 

relatively minor compared with other networking costs. In particular, the labour cost associated 

with the installation of the physical link can be orders of magnitude higher than the cost of the 

material. For this reason, many builders install twisted pair, optical fiber, and coaxial cable in 

every room in a building.  

 

1.4.1 Twisted-Pair Copper Wire 

The least expensive and most commonly used guided transmission medium is twisted-pair copper 

wire. For over a hundred years it has been used by telephone networks. In fact, more than 99 

percent of the wired connections from the telephone handset to the local telephone switch use 

twisted-pair copper wire. Twisted pair consists of two insulated copper wires, each about 1 mm 

thick, arranged in a regular spiral pattern. The wires are twisted together to reduce the electrical 

interference from similar pairs close by. Typically, a number of pairs are bundled together in a 

cable by wrapping the pairs in a protective shield. A wire pair constitutes a single communication 

link. Unshielded twisted pair (UTP) is commonly used for computer networks within a building, 

that is, for LANs. Data rates for LANs using twisted pair today range from 10 Mbps to 10 Gbps. 

The data rates that can be achieved depend on the thickness of the wire and the distance between 

transmitter and receiver. 

 

When fiber-optic technology emerged in the 1980s, many people disparaged twisted pair because 

of its relatively low bit rates. Some people even felt that fiber optic technology would completely 

replace twisted pair. But twisted pair did not give up so easily. Modern twisted-pair technology, 

such as category 6a cable, can achieve data rates of 10 Gbps for distances up to a hundred meters. 

In the end, twisted pair has emerged as the dominant solution for high-speed LAN networking. 

As discussed earlier, twisted pair is also commonly used for residential Internet access.  

 

1.4.2 Coaxial Cable 

Like twisted pair, coaxial cable consists of two copper conductors, but the two conductors are 

concentric rather than parallel. With this construction and special insulation and shielding, 

coaxial cable can achieve high data transmission rates. Coaxial cable is quite common in cable 

television systems. As we saw earlier, cable television systems have recently been coupled with 
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cable modems to provide residential users with Internet access at rates of tens of Mbps. In cable 

television and cable Internet access, the transmitter shifts the digital signal to a specific frequency 

band, and the resulting analog signal is sent from the transmitter to one or more receivers. 

Coaxial cable can be used as a guided shared medium. Specifically, a number of end systems can 

be connected directly to the cable, with each of the end systems receiving whatever is sent by the 

other end systems. 

 

1.4.3 Fiber Optics 

An optical fiber is a thin, flexible medium that conducts pulses of light, with each pulse 

representing a bit. A single optical fiber can support tremendous bit rates, up to tens or even 

hundreds of gigabits per second. They are immune to electromagnetic interference, have very 

low signal attenuation up to 100 kilometers, and are very hard to tap. These characteristics have 

made fiber optics as the preferred long haul guided transmission media. Fiber optics is also 

prevalent in the backbone of the Internet. However, the high cost of optical devices—such as 

transmitters, receivers, and switches—has hindered their deployment for short-haul transport, 

such as in a LAN or into the home in a residential access network. The Optical Carrier (OC) 

standard link speeds range from 51.8 Mbps to 39.8 Gbps; these specifications are often referred 

to as OC- n, where the link speed equals n: 51.8 Mbps. Standards in use today include OC-1, OC-

3, OC-12, OC-24, OC-48, OC-96, OC-192 and OC-768.  

 

1.4.4 Terrestrial Radio Channels 

Radio channels carry signals in the electromagnetic spectrum. They are an attractive medium 

because they require no physical wire to be installed, can penetrate walls, provide connectivity to 

a mobile user, and can potentially carry a signal for long distances. The characteristics of a radio 

channel depend significantly on the propagation environment and the distance over which a 

signal is to be carried. Environmental considerations determine path loss and shadow fading 

(which decrease the signal strength as the signal travels over a distance and around/through 

obstructing objects), multipath fading (due to signal reflection off of interfering objects), and 

interference (due to other transmissions and electromagnetic signals). 

 

Terrestrial radio channels can be broadly classified into three groups: those that operate over very 

short distance (e.g., with one or two meters); those that operate in local areas, typically spanning 

from ten to a few hundred meters; and those that operate in the wide area, spanning tens of 

kilometers. Personal devices such as wireless headsets, keyboards, and medical devices operate 

over short distances; the wireless LAN technologies described earlier, use local-area radio 

channels; the cellular access technologies use wide-area radio channels.  

 

1.4.5 Satellite Radio Channels 

A communication satellite links two or more Earth-based microwave transmitter/ receivers, 

known as ground stations. The satellite receives transmissions on one frequency band, 

regenerates the signal using a repeater (discussed below), and transmits the signal on another 

frequency. Two types of satellites are used in communications: geostationary satellites and low-
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earth orbiting (LEO) satellites. 

Geostationary satellites permanently remain above the same spot on Earth. This stationary 

presence is achieved by placing the satellite in orbit at 36,000 kilometers above Earth’s surface. 

This huge distance from ground station through satellite back to ground station introduces a 

substantial signal propagation delay of 280 milliseconds. Nevertheless, satellite links, which can 

operate at speeds of hundreds of Mbps, are often used in areas without access to DSL or cable-

based Internet access. 

LEO satellites are placed much closer to Earth and do not remain permanently above one spot on 

Earth. They rotate around Earth (just as the Moon does) and may communicate with each other, 

as well as with ground stations. To provide continuous coverage to an area, many satellites need 

to be placed in orbit. Lloyd’s satellite constellations Web page provides and collects information 

on satellite constellation systems for communications. LEO satellite technology may be used for 

Internet access sometime in the future. 

 

1.5 The Network Core 
After examined the Internet’s edge, let us now delve more deeply inside the network core—the 

mesh of packet switches and links that interconnects the Internet’s end systems. Figure 1.10 

highlights the network core with thick, shaded lines. 

 

1.5.1 Packet Switching 

In a network application, end systems exchange messages with each other. Messages may 

perform a control function (for example, the “Hi” messages in our handshaking example in 

Figure 1.2) or can contain data, such as an email message, a JPEG image, or an MP3 audio file. 

To send a message from a source end system to a destination end system, the source breaks long 

messages into smaller chunks of data known as packets. Between source and destination, each 

packet travels through communication links and packet switches (for which there are two 

predominant types, routers and link-layer switches). Packets are transmitted over each 

communication link at a rate equal to the full transmission rate of the link. So, if a source end 

system or a packet switch is sending a packet of L bits over a link with transmission rate R 

bits/sec, then the time to transmit the packet is L/R seconds. 

 

Store-and-Forward Transmission 

Most packet switches use store-and-forward transmission at the inputs to the links. It means that 

the packet switch must receive the entire packet before it can begin to transmit the first bit of the 

packet onto the outbound link. Let us consider a simple network consisting of two end systems 

connected by a single router, as shown in Figure 1.11. A router will typically have many incident 

links, since its job is to switch an incoming packet onto an outgoing link; in this simple example, 

the router has simple task of transferring a packet from one (input) link to the only other attached 

link. In this example, the source has three packets, each consisting of L bits, to send to the 

destination. At the snapshot of time shown in Figure 1.11, the source has transmitted some of 

packet 1, and the front of packet 1 has already arrived at the router.  
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                                                   Figure 1.10: The network core 

 

Because the router employs store-and-forwarding, at this instant of time, the router cannot 

transmit the bits it has received; instead it must first buffer (i.e., “store”) the packet’s bits. Only 

after the router has received all of the packet’s bits can it begin to transmit (i.e., “forward”) the 

packet onto the outbound link.
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                                              Figure 1.11: Store-and-forward packet switching                

 

To gain some insight into store-and-forward transmission, let’s now calculate the amount of time 

that elapses from when the source begins to send the packet until the destination has received the 

entire packet. (Here we will ignore propagation delay—the time it takes for the bits to travel 

across the wire at near the speed of light—which will be discussed later) The source begins to 

transmit at time 0; at time L/R seconds, the source has transmitted the entire packet, and the 

entire packet has been received and stored at the router (since there is no propagation delay). At 

time L/R seconds, since the router has just received the entire packet, it can begin to transmit the 

packet onto the outbound link towards the destination; at time 2L/R, the router has transmitted the 

entire packet, and the entire packet has been received by the destination. Thus, the total delay is 

2L/R.  

 

Now let’s calculate the amount of time that elapses from when the source begins to send the first 

packet until the destination has received all three packets. As before, at time L/R, the router 

begins to forward the first packet. But also at time L/R the source will begin to send the second 

packet, since it has just finished sending the entire first packet. Thus, at time 2L/R, the destination 

has received the first packet and the router has received the second packet. Similarly, at time 

3L/R, the destination has received the first two packets and the router has received the third 

packet. Finally, at time 4L/R the destination has received all three packets! Let’s now consider 

the general case of sending one packet from source to destination over a path consisting of N 

links each of rate R (thus, there are N-1 routers between source and destination). Applying the 

same logic as above, we see that the end-to-end delay is: 

 
You may now want to try to determine what the delay would be for P packets sent over a series 

of N links. 

 

Queuing Delays and Packet Loss 

Each packet switch has multiple links attached to it. For each attached link, the packet switch has 

an output buffer (also called an output queue), which stores packets that the router is about to 
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send into that link. The output buffers play a key role in packet switching. If an arriving packet 

needs to be transmitted onto a link but finds the link busy with the transmission of another 

packet, the arriving packet must wait in the output buffer. Thus, in addition to the store-and-

forward delays, packets suffer output buffer queuing delays. These delays are variable and 

depend on the level of congestion in the network. Since the amount of buffer space is finite, an 

arriving packet may find that the buffer is completely full with other packets waiting for 

transmission. In this case, packet loss will occur—either the arriving packet or one of the 

already-queued packets will be dropped. 

 

Figure 1.12 illustrates a simple packet-switched network. As in Figure 1.11, packets are 

represented by three-dimensional slabs. The width of a slab represents the number of bits in the 

packet. In this figure, all packets have the same width and hence the same length. Suppose Hosts 

A and B are sending packets to Host E. Hosts A and B first send their packets along 10 Mbps 

Ethernet links to the first router. The router then directs these packets to the 1.5 Mbps link. If, 

during a short interval of time, the arrival rate of packets to the router (when converted to bits per 

second) exceeds 1.5 Mbps, congestion will occur at the router as packets queue in the link’s 

output buffer before being transmitted onto the link. For example, if Host A and B each send a 

burst of five packets back-to-back at the same time, then most of these packets will spend some 

time waiting in the queue. The situation is, in fact, entirely analogous to many common-day 

situations—for example, when we wait in line for a bank teller or wait in front of a tollbooth.  

 

 
         Figure 1.12: Packet Switching 

 

Forwarding Tables and Routing Protocols 

Earlier, we said that a router takes a packet arriving on one of its attached communication links 

and forwards that packet onto another one of its attached communication links. But how does the 

router determine which link it should forward the packet onto? Packet forwarding is actually 

done in different ways in different types of computer networks. Here, we briefly describe how it 

is done in the Internet. 
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In the Internet, every end system has an address called an IP address. When a source end system 

wants to send a packet to a destination end system, the source includes the destination’s IP 

address in the packet’s header. As with postal addresses, this address has a hierarchical structure. 

When a packet arrives at a router in the network, the router examines a portion of the packet’s 

destination address and forwards the packet to an adjacent router. More specifically, each router 

has a forwarding table that maps destination addresses (or portions of the destination addresses) 

to that router’s outbound links. When a packet arrives at a router, the router examines the address 

and searches its forwarding table, using this destination address, to find the appropriate outbound 

link. The router then directs the packet to this outbound link. The end-to-end routing process is 

analogous to a car driver who does not use maps but instead prefers to ask for directions.  

 

1.5.2 Circuit Switching 

There are two fundamental approaches to moving data through a network of links and switches: 

circuit switching and packet switching. Having covered packet-switched networks in the previous 

subsection, we now turn our attention to circuit-switched networks. 

 

In circuit-switched networks, the resources needed along a path (buffers, link transmission rate) 

to provide for communication between the end systems are reserved for the duration of the 

communication session between the end systems. In packet-switched networks, these resources 

are not reserved; a session’s messages use the resources on demand, and as a consequence, may 

have to wait (that is, queue) for access to a communication link. As a simple analogy, consider 

two restaurants, one that requires reservations and another that neither requires reservations nor 

accepts them. For the restaurant that requires reservations, we have to go through the hassle of 

calling before we leave home. But when we arrive at the restaurant we can, in principle, 

immediately be seated and order our meal. For the restaurant that does not require reservations, 

we don’t need to bother to reserve a table. But when we arrive at the restaurant, we may have to 

wait for a table before we can be seated. 

 

Traditional telephone networks are examples of circuit-switched networks. Consider what 

happens when one person wants to send information (voice or facsimile) to another over a 

telephone network. Before the sender can send the information, the network must establish a 

connection between the sender and the receiver. This is a bona fide connection for which the 

switches on the path between the sender and receiver maintain connection state for that 

connection. In the jargon of telephony, this connection is called a circuit. When the network 

establishes the circuit, it also reserves a constant transmission rate in the network’s links 

(representing a fraction of each link’s transmission capacity) for the duration of the connection. 

Since a given transmission rate has been reserved for this sender-to-receiver connection, the 

sender can transfer the data to the receiver at the guaranteed constant rate. 

 

Figure 1.13 illustrates a circuit-switched network. In this network, the four circuit switches are 

interconnected by four links. Each of these links has four circuits, so that each link can support 

four simultaneous connections.
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       Figure 1.13:  A simple circuit-switched network consisting of four switches and four links 

 

The hosts (for example, PCs and workstations) are each directly connected to one of the 

switches. When two hosts want to communicate, the network establishes a dedicated end-to-end 

connection between the two hosts. Thus, in order for Host A to communicate with Host B, the 

network must first reserve one circuit on each of two links. In this example, the dedicated end-to-

end connection uses the second circuit in the first link and the fourth circuit in the second link. 

Because each link has four circuits, for each link used by the end-to-end connection, the 

connection gets one fourth of the link’s total transmission capacity for the duration of the 

connection. Thus, for example, if each link between adjacent switches has a transmission rate of 

1 Mbps, then each end-to-end circuit-switch connection gets 250 kbps of dedicated transmission 

rate. 

 

Multiplexing in Circuit-Switched Networks 

A circuit in a link is implemented with either frequency division multiplexing (FDM) or time 

division multiplexing (TDM). With FDM, the frequency spectrum of a link is divided up among 

the connections established across the link. Specifically, the link dedicates a frequency band to 

each connection for the duration of the connection. In telephone networks, this frequency band 

typically has a width of 4 kHz (that is, 4,000 hertz or 4,000 cycles per second). The width of the 

band is called, not surprisingly, the bandwidth. FM radio stations also use FDM to share the 

frequency spectrum between 88 MHz and 108 MHz, with each station being allocated a specific 

frequency band. 

 

For a TDM link, time is divided into frames of fixed duration, and each frame is divided into a 

fixed number of time slots. When the network establishes a connection across a link, the network 

dedicates one time slot in every frame to this connection. These slots are dedicated for the sole 

use of that connection, with one time slot available for use (in every frame) to transmit the 

connection’s data. 

 

Figure 1.14 illustrates FDM and TDM for a specific network link supporting up to four circuits. 



 

 

For FDM, the frequency domain is segmented into four bands, each of bandwidth 4 kHz. For 

TDM, the time domain is segmented into frames, with four time slots in each frame; each circuit 

is assigned the same dedicated slot in the revolving TDM frames. For TDM, the transmission rate 

of a circuit is equal to the frame rate multiplied by the number of bits in a slot. For example, if 

the link transmits 8,000 frames per second and each slot consists of 8 bits, then the transmission 

rate of a circuit is 64 kbps. Proponents of packet switching have always argued that circuit 

switching is wasteful because the dedicated circuits are idle during silent periods.  

 

 
 

                    Figure 1.14 With FDM, each circuit continuously gets a fraction of the bandwidth.  

                                         With TDM, each circuit gets all of the bandwidth periodically during  

                                         brief intervals of time (that is, during slots) 

 

For example, when one person in a telephone call stops talking, the idle network resources 

(frequency bands or time slots in the links along the connection’s route) cannot be used by other 

ongoing connections. Before we finish our discussion of circuit switching, let’s work through a 

numerical example that should shed further insight on the topic. Let us consider how long it takes 

to send a file of 640,000 bits from Host A to Host B over a circuit-switched network. Suppose 

that all links in the network use TDM with 24 slots and have a bit rate of 1.536 Mbps. Also 

suppose that it takes 500 msec to establish an end-to-end circuit before Host A can begin to 

transmit the file. How long does it take to send the file? Each circuit has a transmission rate of 

(1.536 Mbps)/24 = 64 kbps, so it takes (640,000 bits)/(64 kbps) = 10 seconds to transmit the file. 

To this 10 seconds we add the circuit establishment time, giving 10.5 seconds to send the file. 

Note that the transmission time is independent of the number of links: The transmission time 

would be 10 seconds if the end-to-end circuit passed through one link or a hundred links.  
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Packet Switching Versus Circuit Switching 

Having described circuit switching and packet switching, let us compare the two. Critics of 

packet switching have often argued that packet switching is not suitable for real-time services 

(for example, telephone calls and video conference calls) because of its variable and 

unpredictable end-to-end delays (due primarily to variable and unpredictable queuing delays). 

Proponents of packet switching argue that it offers better sharing of transmission capacity than 

circuit switching and (2) it is simpler, more efficient, and less costly to implement than circuit 

switching. For example, with circuit-switched TDM, if a one-second frame is divided into 10 

time slots of 100 ms each, then each user would be allocated one time slot per frame. Thus, the 

circuit-switched link can support only 10 (= 1 Mbps/100 kbps) simultaneous users. With packet 

switching, the probability that a specific user is active is 0.1 (that is, 10 percent). If there are 35 

users, the probability that there are 11 or more simultaneously active users is approximately 

0.0004. (Homework Problem P8 outlines how this probability is obtained.) When there are 10 or 

fewer simultaneously active users (which happens with probability 0.9996), the aggregate arrival 

rate of data is less than or equal to 1 Mbps, the output rate of the link. Thus, when there are 10 or 

fewer active users, users’ packets flow through the link essentially without delay, as is the case 

with circuit switching. When there are more than 10 simultaneously active users, then the 

aggregate arrival rate of packets exceeds the output capacity of the link, and the output queue 

will begin to grow. (It continues to grow until the aggregate input rate falls back below 1 Mbps, 

at which point the queue will begin to diminish in length.) Because the probability of having 

more than 10 simultaneously active users is minuscule in this example, packet switching pro- 

videos essentially the same performance as circuit switching, but does so while allowing for 

more than three times the number of users. 

 

Although packet switching and circuit switching are both prevalent in today’s telecommunication 

networks, the trend has certainly been in the direction of packet switching. Even many of today’s 

circuit-switched telephone networks are slowly migrating toward packet switching. In particular, 

telephone networks often use packet switching for the expensive overseas portion of a telephone 

call. 

 

1.5.3 A Network of Networks 

We saw earlier that end systems (PCs, smartphones, Web servers, mail servers, and so on) 

connect into the Internet via an access ISP. The access ISP can provide either wired or wireless 

connectivity, using an array of access technologies including DSL, cable, FTTH, Wi-Fi, and 

cellular. Note that the access ISP does not have to be a telco or a cable company; instead it can 

be, for example, a university (providing Internet access to students, staff, and faculty), or a 

company (providing access for its employees). But connecting end users and content providers 

into an access ISP is only a small piece of solving the puzzle of connecting the billions of end 

systems that make up the Internet. To complete this puzzle, the access ISPs themselves must be 

interconnected. This is done by creating a network of networks—understanding this phrase is the 

key to understanding the Internet. 

 



 

 

Over the years, the network of networks that forms the Internet has evolved into a very complex 

structure. In order to understand today’s Internet network structure, let’s incrementally build a 

series of network structures, with each new structure being a better approximation of the complex 

Internet that we have today. Recall that the overarching goal is to interconnect the access ISPs so 

that all end systems can send packets to each other. One naive approach would be to have each 

access ISP directly connects with every other access ISP. Such a mesh design is, of course, much 

too costly for the access ISPs, as it would require each access ISP to have a separate 

communication link to each of the hundreds of thousands of other access ISPs all over the world. 

 

Our first network structure, Network Structure 1, interconnects all of the access ISPs with a 

single global transit ISP. Our (imaginary) global transit ISP is a network of routers and 

communication links that not only spans the globe, but also has at least one router near each of 

the hundreds of thousands of access ISPs.  

 

Now if some company builds and operates a global transit ISP that is profitable, then it is natural 

for other companies to build their own global transit ISPs and compete with the original global 

transit ISP. This leads to Network Structure 2, which consists of the hundreds of thousands of 

access ISPs and multiple global transit ISPs. The access ISPs certainly prefer Network Structure 

2 over Network Structure 1 since they can now choose among the competing global transit 

providers as a function of their pricing and services.  

 

Network Structure 2, just described, is a two-tier hierarchy with global transit providers residing 

at the top tier and access ISPs at the bottom tier. This assumes that global transit ISPs are not 

only capable of getting close to each and every access ISP, but also find it economically desirable 

to do so. In reality, although some ISPs do have impressive global coverage and do directly 

connect with many access ISPs, no ISP has presence in each and every city in the world. Instead, 

in any given region, there may be a regional ISP to which the access ISPs in the region connects. 

Each regional ISP then connects to tier-1 ISPs. Tier-1 ISPs are similar to our (imaginary) global 

transit ISP; but tier-1 ISPs, which actually do exist, do not have a presence in every city in the 

world. There are approximately a dozen tier-1 ISPs, including Level 3 Communications, AT&T, 

Sprint, and NTT. Interestingly, no group officially sanctions tier-1 status; as the saying goes—if 

you have to ask if you’re a member of a group, you’re probably not. 

 

To build a network that more closely resembles today’s Internet, we must add points of presence 

(PoPs), multihoming, peering, and Internet exchange points (IXPs) to the hierarchical Network 

Structure 3. PoPs exist in all levels of the hierarchy, except for the bottom (access ISP) level. A 

PoP is simply a group of one or more routers (at the same location) in the provider’s network 

where customer ISPs can connect into the provider ISP. For a customer network to connect to a 

provider’s PoP, it can lease a high-speed link from a third-party telecommunications provider to 

directly connect one of its routers to a router at the PoP.  

 

As we just learned, customer ISPs pay their provider ISPs to obtain global Internet 
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interconnectivity. The amount that a customer ISP pays a provider ISP reflects the amount of 

traffic it exchanges with the provider. To reduce these costs, a pair of nearby ISPs at the same 

level of the hierarchy can peer, that is, they can directly connect their networks together so that 

all the traffic between them passes over the direct connection rather than through upstream 

intermediaries. Along these same lines, a third-party company can create an Internet Exchange 

Point (IXP) (typically in a stand-alone building with its own switches), which is a meeting point 

where multiple ISPs can peer together. There are roughly 300 IXPs in the Internet today. We 

refer to this ecosystem—consisting of access ISPs, regional ISPs, tier-1 ISPs, PoPs, multihoming, 

peering, and IXPs—as Network Structure 4. 

 

We now finally arrive at Network Structure 5, which describes the Internet of 2012. Network 

Structure 5, illustrated in Figure 1.15, builds on top of Network Structure 4 by adding content 

provider networks. Google is currently one of the leading examples of such a content provider 

network. As of this writing, it is estimated that Google has 30 to 50 data centers distributed 

across North America, Europe, Asia, South America, and Australia. Some of these data centers 

house over one hundred thousand servers, while other data centers are smaller, housing only 

hundreds of servers. The Google data centers are all interconnected via Google’s private TCP/IP 

network, which spans the entire globe but is nevertheless separate from the public Internet. 

Importantly, the Google private network only carries traffic to/from Google servers. 

 

 

                                                      Figure 1.15: Interconnection of ISPs 

 

 

As shown in Figure 1.15, the Google private network attempts to “bypass” the upper tiers of the 

Internet by peering (settlement free) with lower-tier ISPs, either by directly connecting with them 

or by connecting with them at IXPs. However, because many access ISPs can still only be 

reached by transiting through tier-1 networks, the Google network also connects to tier-1 ISPs, 

and pays those ISPs for the traffic it exchanges with them.  
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1.6 Delay, Loss, and Throughput in Packet-Switched Networks 
 

Since the Internet can be viewed as an infrastructure that provides services to distributed 

applications running on end systems. Ideally, we would like Internet services to be able to move 

as much data as we want between any two end systems, instantaneously, without any loss of data. 

Instead, computer networks necessarily constrain throughput (the amount of data per second that 

can be transferred) between end systems, introduce delays between end systems, and can actually 

lose packets. On one hand, it is unfortunate that the physical laws of reality introduce delay and 

loss as well as constrain throughput. On the other hand, because computer networks have these 

problems, there are many fascinating issues surrounding how to deal with the problems. In this 

section, we’ll begin to examine and quantify delay, loss, and throughput in computer networks. 

 

1.6.1 Overview of Delay in Packet-Switched Networks 

Recall that a packet starts in a host (the source), passes through a series of routers, and ends its 

journey in another host (the destination). As a packet travels from one node (host or router) to the 

subsequent node (host or router) along this path, the packet suffers from several types of delays 

at each node along the path. 

 

 
 

                                   Figure 1.16: The nodal delay at router A 

 

The most important of these delays are the nodal processing delay, queuing delay, transmission 

delay, and propagation delay; together, these delays accumulate to give a total nodal delay. The 

performance of many Internet applications—such as search, Web browsing, email, maps, instant 

messaging, and voice-over-IP—are greatly affected by network delays.  

 

Types of Delay 

Let’s explore these delays in the context of Figure 1.16. As part of its end-to-end route between 

source and destination, a packet is sent from the upstream node through router A to router B. Our 

goal is to characterize the nodal delay at router A. Note that router A has an outbound link 

leading to router B. This link is preceded by a queue (also known as a buffer). When the packet 
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arrives at router A from the upstream node, router A examines the packet’s header to determine 

the appropriate outbound link for the packet and then directs the packet to this link. In this 

example, the outbound link for the packet is the one that leads to router B. A packet can be 

transmitted on a link only if there is no other packet currently being transmitted on the link and if 

there are no other packets preceding it in the queue; if the link is currently busy or if there are 

other packets already queued for the link, the newly arriving packet will then join the queue. 

 

Processing Delay 

The time required to examine the packet’s header and determine where to direct the packet is part 

of the processing delay. The processing delay can also include other factors, such as the time 

needed to check for bit-level errors in the packet that occurred in transmitting the packet’s bits 

from the upstream node to router A. Processing delays in high-speed routers are typically on the 

order of microseconds or less. After this nodal processing, the router directs the packet to the 

queue that precedes the link to router B.  

 

Queuing Delay 

At the queue, the packet experiences a queuing delay as it waits to be transmitted onto the link. 

The length of the queuing delay of a specific packet will depend on the number of earlier-arriving 

packets that are queued and waiting for transmission onto the link. If the queue is empty and no 

other packet is currently being transmitted, then our packet’s queuing delay will be zero. On the 

other hand, if the traffic is heavy and many other packets are also waiting to be transmitted, the 

queuing delay will be long. Queuing delays can be on the order of microseconds to milliseconds 

in practice. 

 

Transmission Delay 

Assuming that packets are transmitted in a first-come-first-served manner, as is common in 

packet-switched networks, our packet can be transmitted only after all the packets that have 

arrived before it have been transmitted. Denote the length of the packet by L bits, and denote the 

transmission rate of the link from router A to router B by R bits/sec. For example, for a 10 Mbps 

Ethernet link, the rate is R = 10 Mbps; for a 100 Mbps Ethernet link, the rate is R = 100 Mbps. 

The transmission delay is L/R. This is the amount of time required to push (that is, transmit) all 

of the packet’s bits into the link. Transmission delays are typically on the order of microseconds 

to milliseconds in practice. 

 

Propagation Delay 

Once a bit is pushed into the link, it needs to propagate to router B. The time required to 

propagate from the beginning of the link to router B is the propagation delay. The bit propagates 

at the propagation speed of the link. The propagation speed depends on the physical medium of 

the link (that is, fiber optics, twisted-pair copper wire, and so on) and is in the range of 2 ·108 

meters/sec to 3 ·108 meters/sec which is equal to, or a little less than, the speed of light. The 

propagation delay is the distance between two routers divided by the propagation speed. That is, 

the propagation delay is d/s, where d is the distance between router A and router B and s is the 



 

 

propagation speed of the link. Once the last bit of the packet propagates to node B, it and all the 

preceding bits of the packet are stored in router B. The whole process then continues with router 

B now performing the forwarding. In wide-area networks, propagation delays are on the order of 

milliseconds. 

 

Comparing Transmission and Propagation Delay 

The transmission delay is the amount of time required for the router to push out the packet; it is a 

function of the packet’s length and the transmission rate of the link, but has nothing to do with 

the distance between the two routers. The propagation delay, on the other hand, is the time it 

takes a bit to propagate from one router to the next; it is a function of the distance between the 

two routers, but has nothing to do with the packet’s length or the transmission rate of the link. 

 

Consider a highway that has a tollbooth every 100 kilometers, as shown in Figure 1.17. You can 

think of the highway segments between tollbooths as links and the tollbooths as routers. Suppose 

that cars travel (that is, propagate) on the highway at a rate of 100 km/hour (that is, when a car 

leaves a tollbooth, it instantaneously accelerates to 100 km/hour and maintains that speed 

between tollbooths). Suppose next that 10 cars, traveling together as a caravan, follow each other 

in a fixed order. You can think of each car as a bit and the caravan as a packet. Also suppose that 

each tollbooth services (that is, transmits) a car at a rate of one car per 12 seconds, and that it is 

late at night so that the caravan’s cars are the only cars on the highway. Finally, suppose that 

whenever the first car of the caravan arrives at a tollbooth, it waits at the entrance until the other 

nine cars have arrived and lined up behind it. (Thus the entire caravan must be stored at the 

tollbooth before it can begin to be forwarded.) The time required for the tollbooth to push the 

entire caravan onto the highway is (10 cars)/(5 cars/minute) = 2 minutes. This time is analogous 

to the transmission delay in a router. The time required for a car to travel from the exit of one 

tollbooth to the next tollbooth is 100 km/(100 km/hour) = 1 hour. This time is analogous to 

propagation delay. Therefore, the time from when the caravan is stored in front of a tollbooth 

until the caravan is stored in front of the next tollbooth is the sum of transmission delay and 

propagation delay—in this example, 62 minutes. 

 

 
 

                                                 Figure 1.17: Caravan Analogy 
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If we let dproc, dqueue, dtrans, and dprop denote the processing, queuing, transmission, and 

propagation delays, then the total nodal delay is given by  

 
The contribution of these delay components can vary significantly. 

 

1.6.2 Queuing delays and Packet loss 

The most complicated and interesting component of nodal delay is the queuing delay, dqueue . 

Unlike the other three delays (namely, dproc, dtrans, and dprop), the queuing delay can vary from 

packet to packet. For example, if 10 packets arrive at an empty queue at the same time, the first 

packet transmitted will suffer no queuing delay, while the last packet transmitted will suffer a 

relatively large queuing delay (while it waits for the other nine packets to be transmitted). 

Therefore, when characterizing queuing delay, one typically uses statistical measures, such as 

aver- age queuing delay, variance of queuing delay, and the probability that the queuing delay 

exceeds some specified value. 

 

To gain some insight here, let a denote the average rate at which packets arrive at the queue (a is 

in units of packets/sec). Recall that R is the transmission rate; that is, it is the rate (in bits/sec) at 

which bits are pushed out of the queue. Also suppose, for simplicity, that all packets consist of L 

bits. Then the average rate at which bits arrive at the queue is La bits/sec. Finally, assume that the 

queue is very big, so that it can hold essentially an infinite number of bits. The ratio La/R, called 

the traffic intensity, often plays an important role in estimating the extent of the queuing delay. If 

La/R > 1, then the average rate at which bits arrive at the queue exceeds the rate at which the bits 

can be transmitted from the queue. In this unfortunate situation, the queue will tend to increase 

without bound and the queuing delay will approach infinity! Therefore, one of the golden rules in 

traffic engineering is: Design your system so that the traffic intensity is no greater than 1. The 

qualitative dependence of average queuing delay on the traffic intensity is shown in Figure 1.18. 

 
                  Figure 1.18: Dependence of average queuing delay on traffic intensity 

 

 



 

 

One important aspect of Figure 1.18 is the fact that as the traffic intensity approaches 1, the 

average queuing delay increases rapidly. A small percentage increase in the intensity will result 

in a much larger percentagewise increase in delay. Perhaps you have experienced this 

phenomenon on the highway. If you regularly drive on a road that is typically congested, the fact 

that the road is typically congested means that its traffic intensity is close to 1. If some event 

causes an even slightly larger-than-usual amount of traffic, the delays you experience can be 

huge. 

 

Packet Loss 

Since, we have assumed that the queue is capable of holding an infinite number of packets. In 

reality a queue preceding a link has finite capacity, although the queuing capacity greatly 

depends on the router design and cost. Because the queue capacity is finite, packet delays do not 

really approach infinity as the traffic intensity approaches 1. Instead, a packet can arrive to find a 

full queue. With no place to store such a packet, a router will drop that packet; that is, the packet 

will be lost. This overflow at a queue can again be seen a queue when the traffic intensity is 

greater than 1. From an end-system viewpoint, a packet loss will look like a packet having been 

transmitted into the network core but never emerging from the network at the destination. The 

fraction of lost packets increases as the traffic intensity increases. Therefore, performance at a 

node is often measured not only in terms of delay, but also in terms of the probability of packet 

loss.  

 

Throughput in Computer Networks 

In addition to delay and packet loss, another critical performance measure in computer networks 

is end-to-end throughput. To define throughput, consider transferring a large file from Host A to 

Host B across a computer network. This transfer might be, for example, a large video clip from 

one peer to another in a P2P file sharing system. The instantaneous throughput at any instant of 

time is the rate (in bits/sec) at which Host B is receiving the file. If the file consists of F bits and 

the transfer takes T seconds for Host B to receive all F bits, then the average throughput of the 

file transfer is F/T bits/sec. For some applications, such as Internet telephony, it is desirable to 

have a low delay and an instantaneous throughput consistently above some threshold (for 

example, over 24 kbps for some Internet telephony applications and over 256 kbps for some real- 

time video applications). For other applications, including those involving file transfers, delay is 

not critical, but it is desirable to have the highest possible throughput. 

 

To gain further insight into the important concept of throughput, let’s consider a few examples. 

Figure 1.19(a) shows two end systems, a server and a client, connected by two communication 

links and a router. Consider the throughput for a file transfer from the server to the client. Let Rs 

denote the rate of the link between the server and the router; and Rc denote the rate of the link 

between the router and the client. Suppose that the only bits being sent in the entire network are 

those from the server to the client. Clearly, the server cannot pump bits through its link at a rate 

faster than Rs bps; and the router cannot forward bits at a rate faster than Rc bps. If Rs < Rc, then 

the bits pumped by the server will “flow” right through the router and arrive at the client at a rate 
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of Rs bps, giving a throughput of Rs bps. If, on the other hand, Rc < Rs, then the router will not be 

able to forward bits as quickly as it receives them. In this case, bits will only leave the router at 

rate Rc, giving an end-to-end throughput of Rc. 

 
  

                     Figure 1.19: Throughput for a file transfer from server to client 

 

Figure 1.19(b) now shows a network with N links between the server and the client, with the 

transmission rates of the N links being R1, R2,..., RN. Applying the same analysis as for the two-

link network, we find that the throughput for a file transfer from server to client is min{R1, 

R2,..., RN}, which is once again the transmission rate of the bottleneck link along the path 

between server and client. The example in Figure 1.19 shows that throughput depends on the 

transmission rates of the links over which the data flows. We saw that when there is no other 

intervening traffic, the throughput can simply be approximated as the minimum transmission rate 

along the path between source and destination.  

 

1.7 Protocol Layers and Their Service Models 
Based on the earlier discussion, the Internet is an extremely complicated system. We have seen 

that there are many pieces to the Internet: numerous applications and protocols, various types of 

end systems, packet switches, and various types of link-level media. Given this enormous 

complexity, it is mandatory to explore the network architecture now. 

 

1.7.1 Layered Architecture 

Before attempting to organize our thoughts on Internet architecture, let’s look for a human 

analogy, for example, the airline system. How would you find the structure to describe this 

complex system that has ticketing agents, baggage checkers, gate personnel, pilots, airplanes, air 

traffic control, and a worldwide system for routing airplanes? One way to describe this system 

might to describe the series of actions you take (or others take for you) when you fly on an 

airline. You purchase your ticket, check your bags, go to the gate, and eventually get loaded onto 

the plane. The plane takes off and is routed to its destination. After your plane lands, you deplane 

at the gate and claim your bags. This scenario is shown in Figure 1.21. 



 

 

 
 

                                            Figure 1.21: Taking an airplane trip - actions 

 

Figure 1.22 has divided the airline functionality into layers, providing a framework in which we 

can discuss airline travel. Note that each layer, combined with the layers below it, implements 

some functionality, some service. At the ticketing layer and below, airline-counter-to-airline-

counter transfer of a person is accomplished. At the baggage layer and below, baggage-check-to-

baggage-claim transfer of a person and bags is accomplished. Note that the baggage layer 

provides this service only to an already-ticketed person. At the gate layer, departure-gate-to-

arrival-gate transfer of a person and bags is accomplished. At the takeoff/landing layer, runway-

torunway transfer of people and their bags is accomplished. Each layer provides its service by  

(1) Performing certain actions within that layer (for example, at the gate layer, loading and  

unloading people from an airplane) and by  

(2) Using the services of the layer directly below it (for example, in the gate layer, using the 

runway-torunway passenger transfer service of the takeoff/landing layer). 

 

 

                                   Figure 1.22: Taking an airplane trip - actions 

 

A layered architecture allows us to discuss a well-defined, specific part of a large and complex 

system. This simplification itself is of considerable value by providing modularity, making it 
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much easier to change the implementation of the service provided by the layer.  

 

Protocol Layering 

Let’s now turn our attention to network protocols. To provide structure to the design of network 

protocols, network designers organize protocols—and the network hardware and software that 

implement the protocols— in layers. Each protocol belongs to one of the layers, just as each 

function in the airline architecture in Figure 1.22 belonged to a layer. We are again interested in 

the services that a layer offers to the layer above—the so-called service model of   a layer. Just as 

in the case of our airline example, each layer provides its service by (1) performing certain 

actions within that layer and by (2) using the services of the layer directly below it. For example, 

the services provided by layer n may include reliable delivery of messages from one edge of the 

network to the other. This might be implemented by using an unreliable edge-to-edge message 

delivery service of layer n-1, and adding layer n functionality to detect and retransmit lost 

messages. 

 
                      Figure 1.23: The Internet protocol stack (a) and OSI reference model (b) 

 

A protocol layer can be implemented in software, in hardware, or in a combination of the two. 

Application-layer protocols such as HTTP and SMTP are almost always implemented in software 

in the end systems. Because the physical layer and data link layers are responsible for handling 

communication over a specific link, they are typically implemented in a network interface card 

(for example, Ethernet or WiFi interface cards) associated with a given link. The network layer is 

often a mixed implementation of hardware and software. It is a layer n protocol distributed 

among the end systems, packet switches, and other components that make up the network.  

 

Protocol layering has conceptual and structural advantages. When taken together, the protocols of 

the various layers are called the protocol stack. The Internet protocol stack consists of five 

layers: the physical, link, network, transport, and application layers, as shown in Figure 1.23(a). 

If you see the contents, this book was organized the layers of the Internet protocol stack. We take 

a top-down approach, first covering the application layer and then proceeding downward. 

 



 

 

Application Layer 

The application layer is where network applications and their application-layer protocols reside. 

The Internet’s application layer includes many protocols, such as the HTTP protocol (which 

provides for Web document request and transfer), SMTP (which provides for the transfer of e-

mail messages), and FTP (which provides for the transfer of files between two end systems). 

We’ll see that certain network functions, such as the translation of human-friendly names for 

Internet end systems like www.ietf.org to a 32-bit network address, are also done with the help of 

a specific application-layer protocol, namely, the domain name system (DNS).  

 

Transport Layer 

The Internet’s transport layer transports application-layer messages between application 

endpoints. In the Internet there are two transport protocols, TCP and UDP, either of which can 

transport application-layer messages. TCP provides a connection-oriented service to its 

applications. This service includes guaranteed delivery of application-layer messages to the 

destination and flow control (that is, sender/receiver speed matching). TCP also breaks long 

messages into shorter segments and provides a congestion-control mechanism, so that a source 

throttles its transmission rate when the network is congested. The UDP protocol provides a 

connectionless service to its applications. This is a no-frills service that provides no reliability, no 

flow control, and no congestion control. In this book, we’ll refer to a transport-layer packet as a 

segment. 

 

Network Layer 

The Internet’s network layer is responsible for moving network-layer packets known as 

datagrams from one host to another. The Internet transport-layer protocol (TCP or UDP) in a 

source host passes a transport-layer segment and a destination address to the network layer, just 

as you would give the postal service a letter with a destination address. The network layer then 

provides the service of delivering the segment to the transport layer in the destination host. The 

Internet’s network layer includes the celebrated IP Protocol, which defines the fields in the 

datagram as well as how the end systems and routers act on these fields. There is only one IP 

protocol, and all Internet components that have a network layer must run the IP protocol. The 

Internet’s network layer also contains routing protocols that determine the routes that datagrams 

take between sources and destinations.  

 

Link Layer 

The Internet’s network layer routes a datagram through a series of routers between the source and 

destination. To move a packet from one node (host or router) to the next node in the route, the 

network layer relies on the services of the link layer. In particular, at each node, the network 

layer passes the datagram down to the link layer, which delivers the datagram to the next node 

along the route. At this next node, the link layer passes the datagram up to the network layer. 

The services provided by the link layer depend on the specific link-layer protocol that is 

employed over the link. For example, some link-layer protocols provide reliable delivery, from 

transmitting node, over one link, to receiving node. Note that this reliable delivery service is 

http://www.ietf.org/
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different from the reliable delivery service of TCP, which provides reliable delivery from one 

end system to another. Examples of link-layer protocols include Ethernet, WiFi, and the cable 

access network’s DOCSIS protocol. As datagrams typically need to traverse several links to 

travel from source to destination, a datagram may be handled by different link-layer protocols at 

different links along its route.  

 

Physical Layer 

While the job of the link layer is to move entire frames from one network element to an adjacent 

network element, the job of the physical layer is to move the individual bits within the frame 

from one node to the next. The protocols in this layer are again link dependent and further 

depend on the actual transmission medium of the link (for example, twisted-pair copper wire, 

single-mode fiber optics). For example, Ethernet has many physical-layer protocols: one for 

twisted-pair copper wire, another for coaxial cable, another for fiber, and so on 

 

The OSI Model 

Having discussed the Internet protocol stack in detail, we should mention that it is not the only 

protocol stack around. In particular, back in the late 1970s, the International Organization for 

Standardization (ISO) proposed that computer networks be organized around seven layers, called 

the Open Systems Interconnection (OSI) model. The OSI model took shape when the protocols 

that were to become the Internet protocols were in their infancy, and were but one of many 

different protocol suites under development; in fact, the inventors of the original OSI model 

probably did not have the Internet in mind when creating it. Nevertheless, beginning in the late 

1970s, many training and university courses picked up on the ISO mandate and organized 

courses around the seven-layer model. Because of its early impact on networking education, the 

seven-layer model continues to linger on in some networking textbooks and training courses. 

The seven layers of the OSI reference model, shown in Figure 1.23(b), are: application layer, 

presentation layer, session layer, transport layer, network layer, data link layer, and physical 

layer. The functionality of five of these layers is roughly the same as their similarly named 

Internet counterparts. Thus, let’s consider the two additional layers present in the OSI reference 

model—the presentation layer and the session layer. The role of the presentation layer is to 

provide services that allow communicating applications to interpret the meaning of data 

exchanged. These services include data compression and data encryption (which are self- 

explanatory) as well as data description (which, as we will see in Chapter 9, frees the applications 

from having to worry about the internal format in which data are represented/stored—formats 

that may differ from one computer to another). The session layer provides for delimiting and 

synchronization of data exchange, including the means to build a checkpointing and recovery 

scheme. It’s up to the application developer to decide if a service is important, he/she builds that 

functionality into the application. 

 

1.7.2 Encapsulation 

Figure 1.24 shows the physical path that data takes down a sending end system’s protocol stack, 

up and down the protocol stacks of an intervening link-layer switch and router, and then up the 



 

 

protocol stack at the receiving end system. Since the routers and link-layer switches are both 

packet switches. Similar to end systems, routers and link-layer switches organize their 

networking hardware and software into layers. But routers and link-layer switches do not 

implement all of the layers in the protocol stack; they typically implement only the bottom layers. 

As shown in Figure 1.24, link-layer switches implement layers 1 and 2; routers implement layers 

1 through 3. This means, for example, that Internet routers are capable of implementing the IP 

protocol (a layer 3 protocol), while link-layer switches are not.  

 
 

           Figure 1.24: Hosts, routers, and link-layer switches; each contains a different set of layers,  

                                reflecting their differences in functionality  

 

We’ll see later that while link-layer switches do not recognize IP addresses, they are capable of 

recognizing layer 2 addresses, such as Ethernet addresses.  

 

Figure 1.24 also illustrates the important concept of encapsulation. At the sending host, an 

application-layer message (M in Figure 1.24) is passed to the transport layer. In the simplest 

case, the transport layer takes the message and appends additional information (so-called 

transport-layer header information, Ht in Figure 1.24) that will be used by the receiver-side 

transport layer. The application-layer message and the transport-layer header information 

together constitute the transport-layer segment. The transport-layer segment thus encapsulates 

the application-layer message. The transport layer then passes the segment to the network layer, 

which adds network-layer header information (H n in Figure 1.24) such as source and destination 

end system addresses, creating a network-layer datagram. The datagram is then passed to the 

link layer, which (of course!) will add its own link-layer header information and create a link-

layer frame. Thus, we see that at each layer, a packet has two types of fields: header fields and 
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a payload field. The payload is typically a packet from the layer above. 

 

The process of encapsulation can be more complex than that described above. For example, a 

large message may be divided into multiple transport-layer segments (which might themselves 

each be divided into multiple network-layer datagrams). At the receiving end, such a segment 

must then be reconstructed from its constituent datagrams. 

 

QUESTION BANK -  Chapter 1: Review Questions 
 

SECTION 1.1 

R1. What is the difference between a host and an end system? List out several types of end 

systems. Is a Web server an end system? 

R2. The word protocol is often used to describe diplomatic relations. How does Wikipedia 

describe diplomatic protocol? 

R3. Why are standards important for protocols? 

 

SECTION 1.2 & 1.3 

R4. List six access technologies. Classify each one as home access, enterprise access, or wide-

area wireless access. 

R5. Is HFC transmission rate dedicated or shared among users? Are collisions possible in a 

downstream HFC channel? Why or why not? 

R6. List the available residential access technologies in your city. For each type of access, 

provide the advertised downstream rate, upstream rate, and monthly price. 

R7. What is the transmission rate of Ethernet LANs? 

R8. What are some of the physical media that Ethernet can run over? 

R9. Dial-up modems, HFC, DSL and FTTH are all used for residential access. For each of these 

access technologies, provide a range of transmission rates and comment on whether the 

transmission rate is shared or dedicated. 

R10. Describe the most popular wireless Internet access technologies today. Com- pare and 

contrast them. 

 

SECTION 1.4 and 1.5 

R11. Suppose there is exactly one packet switch between a sending host and a receiving host. 

The transmission rates between the sending host and the switch and between the switch and the 

receiving host are R1 and R2, respectively. Assuming that the switch uses store-and-forward 

packet switching, what is the total end-to-end delay to send a packet of length L? (Ignore 

queuing, propagation delay, and processing delay.) 

R12. What advantage does a circuit-switched network have over a packet-switched network? 

What advantages does TDM have over FDM in a circuit-switched network? 

R13. Suppose users share a 2 Mbps link. Also suppose each user transmits continuously at 1 

Mbps when transmitting, but each user transmits only 20 percent of the time. (See the discussion 

of statistical multiplexing in Section 1.3.) When circuit switching is used, how many users can be 



 

 

supported? For the remainder of this problem, suppose packet switching is used. Why will there 

be essentially no queuing delay before the link if two or fewer users transmit at the same time? 

Why will there be a queuing delay if three users transmit at the same time? Find the probability 

that a given user is transmitting. Suppose now there are three users. Find the probability that at 

any given time, all three users are transmitting simultaneously. Find the fraction of time during 

which the queue grows. 

R14. Why will two ISPs at the same level of the hierarchy often peer with each other? How does 

an IXP earn money? 

R15. Some content providers have created their own networks. Describe Google’s network. What 

motivates content providers to create these networks? 

 

SECTION 1.6 

R16. Consider sending a packet from a source host to a destination host over a fixed route. List 

the delay components in the end-to-end delay. Which of these delays are constant and which are 

variable? 

R17. Visit the Transmission Versus Propagation Delay applet at the companion Web site. Among 

the rates, propagation delay, and packet sizes available, find a combination for which the sender 

finishes transmitting before the first bit of the packet reaches the receiver. Find another 

combination for which the first bit of the packet reaches the receiver before the sender finishes 

transmitting. 

R18. How long does it take a packet of length 1,000 bytes to propagate over a link of distance 

2,500 km, propagation speed 2.5 · 108 m/s, and transmission rate 2 Mbps? More generally, how 

long does it take a packet of length L to propagate over a link of distance d, propagation speed s, 

and transmission rate R bps? Does this delay depend on packet length? Does this delay depend 

on transmission rate? 

R19. Suppose Host A wants to send a large file to Host B. The path from Host A to Host B has 

three links, of rates R1 = 500 kbps, R2 = 2 Mbps, and R3 = 1 Mbps. 

Assuming no other traffic in the network, what is the throughput for the file transfer? 

Suppose the file is 4 million bytes. Dividing the file size by the throughput, roughly how long 

will it take to transfer the file to Host B? 

Repeat (a) and (b), but now with R2 reduced to 100 kbps. 

R20. Suppose end system A wants to send a large file to end system B. At a very high level, 

describe how end system A creates packets from the file. When one of these packets arrives to a 

packet switch, what information in the packet does the switch use to determine the link onto 

which the packet is forwarded? Why is packet switching in the Internet analogous to driving 

from one city to another and asking directions along the way? 

R21. Visit the Queuing and Loss applet at the companion Web site. What is the maximum 

emission rate and the minimum transmission rate? With those rates, what is the traffic intensity? 

Run the applet with these rates and deter- mine how long it takes for packet loss to occur. Then 

repeat the experiment a second time and determine again how long it takes for packet loss to 

occur. Are the values different? Why or why not? 
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SECTION 1.7 

R22. List five tasks that a layer can perform. Is it possible that one (or more) of these tasks could 

be performed by two (or more) layers? 

R23. What are the five layers in the Internet protocol stack? What are the principal 

responsibilities of each of these layers? 

R24. What is an application-layer message? A transport-layer segment? A network-layer 

datagram? A link-layer frame? 

R25. Which layers in the Internet protocol stack does a router process? Which layers does a link-

layer switch process? Which layers does a host process?  

  




