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INTRODUCTION TO IC TECHNOLOGY

The growth of electronicsstartedwith invention of vaccum tubes and associated
electroniccircuits. This activity termedasvaccumtubeelectronics subsequentlyhe evolutionof
solid state devicesand consequentlevelopmentof integratedcircuits are responsiblefor the
presenstatusof communicationgcomputingandinstrumentation.

1 Thefirst vaccumtubediodewasinventedby john ambrasefleming in 1904.

1 Thevaccumtriodewasinventedby leedeforestin 1906.

In 1947 the first point contacttransistorwas inventedby john barden andwalter H. Brattain

atbell laboratoriesVaccumtubesruled in first half of 20" centurywith large expensivepower
hungry,unreliable Inventionof transistoiis thedriving factor of growthif the VLSI technology.

Integrated circuit

It is a circuit where all discretecomponentssuch as passiveas well as active elementsare
fabricatedonasinglecrystalchip.

1 Thefirst semiconductochip heldtwo transistorseach.

1 The first integratedcircuits hels only a few devices,perhapsas many as ten diodes,
transistors resistors,and capacitorsmaking it possibleto fabricate one or more logic
gatesonasingledevice.

As on increasingthe number of components(ortransistors)per integrated circuit the
technologywasdevelopeds

Small scale integration(SSI) The technologywas developedby integrating the number of
transistor®f 1-100onasinglechip. Ex: Gates,flipflops,opamps.

Medium scaleintegration(MSI) The technobgy was developedby integratingthe numberof
transistorof 100-10000n asinglechip. Ex:Counters,MUXadders4-bit microprocessors.

Large scale integration(LSI) The technologywas developedby integrating the number of
transistorof 1003100000n asingle chip. Ex:8-bit microprocessors,ROM,RAM.

Very large scaleintegration(VLSI) The technologywas developedby integratingthe number
of transistorsof 100061 Million on a single chip. Ex:16-32 bit microprocessorgeripherals,
complimentarhighMOS.

Ultra large scaleintegration(ULSI) Thetechnologywasdevelopedy integratingthe number

of transistorf 1Million-10 Millions onasinglechip. Ex: specialpurposgrocessors.
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Giant scale integration(GSI) The technologywas developedby integrating the number of
transistorof abovel0 Millions onasinglechip. Ex:Embeddedystem systemon chip.

Very large scale integration(VLSI) visi is the processof created integrated circuits by
combiningthousand®f transistordnto a singlechip. VLSI beginsin thel 9 7 Wlgelscomplex
semiconductoand communicatiortechnologiesvere beingdevelopedThe microprocessois a
VLSI device.

Usesof VLSI
Simplicity of operataion.
Occupiesarelativelysmallersiliconarea.
Manufacturingorocesss simplerequiresewer processingteps.
High componentlensity(i.e. microprocessorandmicrocontrollersareconstructed).
VLSI systemaarehigh performanceandcosteffectivesystems.
Consumdesspowerthandiscretecomponents.

Smallerin size.
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1 Easierto designandmanufacture.
1 Higherreliability.

1 Highoperatingspeed.

1 Designflexibility.

1 High productivity.

1 Higherfunctionality.

1 Designsecurity.

VLSI chipsarewidely usedin variousbranche®f engineerindike
Digital signalprocessing.
MultimediainformationsystemdNTERNET

Voiceanddatacommunicatiometworks.

WirelessLAN
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Reconfigurableomputing.

Bluetooth

Sonnet.

Businterfacevia PCI,USB.
CommerciaklectronicsTV setsDVD.
Computerandcomputegraphics.
Automobiles,toys.

Medicine:Hearng aids,implalntsfor humanbody.



Mo or eaws

Aln 1965, Gordon Moore, an industry pioneer, predicted that the number of transistors
on a chip doubled every 18to 24 months.
AHe also predict that semiconductor technology will double its effectiveness every 18
months
AMany other factors also grow exponentially those are
T clock frequency

T processor performance

Increase in Transistor Counto o r eafvs Number of transistorsof a chip doubles
everyl.5 to2 years

Moore’s law
* Transistors count would be double every 18 months,
Integrated Circuit Complexity
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Increase in Transistor Count

Moore’s Law: Number of ausstons 0f a chip doubles evervl.5 102 years
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Die Size Growth
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Increse in Operating Frequency
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Power density
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Transistor

A transistoris a semiconductordevice usedto amplify and switch electronic signals and
power.lt is composedf a semiconductomaterialwith atleastthreeterminalsfor connectiono
an externalcircuit. A voltageor currentappliedto onepair of thet r a n s tersihatsch@nges
the currentflowing throughanotherpair of terminals.Becausehe controlled(output) powercan
be muchmorethanthe controlling (input) power,a transistorcanamplify a signal. Today,some
transistorarepackagedndividually, butmanymorearefoundembeddedh integrated circuits.

Transistoraremainly of two typesbipolartransistorsandfield effecttransistors.
Bipolar transistor (BJT)

1 Thebipolartransistor(BJT)s athreeterminaldeviceconsistingof either twon n- andone
p-type layersof materialcallednpntransisitoror two p- andonen-type layersof material
calledpnptransistor.

Collector Emitter

Base Base

Emitter Collector

1 Bipolar transistors are so named becausethe controlled current must go through
twotypes of semiconductormaterial: P and N. The current consistsof both electron
and hole flow, in different parts of the transistoBJT is a currentcontrolled device.

1 Thebasecurrentof BJT controlstheemittercurrentandtherebycollectorcurrent.

1 The functional differencebetweena PNP transistorand an NPN transistoris the proper
biasing(polarity) of the junctionswhen operating.For any given stateof operation,the
currentdirectionsand voltage polaritiesfor eachkind of transistorare exactly opposite
eachother.

1 Transistorsunction as currentregulatorsby allowing a small currentto control a larger
current. The amount of current allowed between collector and emitter is primarily
determinedy theamountof currentmovingbetweerbaseandemitter.



1 In orderfor atransistorto properlyfunction asa currentregulator,the controlling (base)
currentand the controlled (collector) currentsmust be going in the proper directions:
meshingadditivelyatthe emitterandgoingagainsttheemitterarrowsymbol.

Field effed transistor(FET)

1 Thefield-effecttransistor(FET)s a threeterminalunipolardevicedependingonly either
electron(achannelpr hole(p-channeliconduction.

1 F E T are more temperaturestablethan B J T @rsd F E T are usually smaller than
B J T makingthemparticularlyusefulin integratedcircuit(IC) chips.

1 Therearethreetypesof F E T d@resavailablemainly junctionfield effecttransistor(JFET)

2 SOURCE

GATE

1 DRAIN

1 ,Metalsemiconductoiield-effecttransistor(MESFET).

Drain
Gate

Source

1 Metaloxide-semiconductofield-effecttransisor(MOSFET)

G—f

(o]
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1 The MOSFETtransistothasbecomeoneof themostimportantdevicesusedin thedesign
andconstructiorof integratectircuits. Its thermalstabilityandothergeneralcharacteristics
makeit extremelypopularin computercircuit design.

1 The basic principle of the MOSFET is that the sourceto-drain current(SDcurrent)is
controlled by the gate voltage, or better, by the gate electric field. The electric field
indiceschargg(field effect)in tahesemiconductoatthe semiconductor oxideinterface.

1 ThustheMOSFETis avoltagecontrolledcurrentsource.

Basic MOS transistors with the doping concentrationof transistortwo types of
MOS transistorsare available as NMO®ansistorand PMOS transistowith their mode
of operationfurther they are classifiedas depletionmode transistorand enhancement
modetransistor.

NMOS enhancemenmodetransistor

nMOS devicesareformedin a p-type substrateof moderatedopinglevel. The
source and drain regions are formed by diffusing n-type impurities through suitable
masksinto theseareas.Thus sourceand drain are isolated from one anotherby two
diodes and their Connectionsare made by a depositedmetal layer. The basic block
diagram=f nMOS enhancementodetransistons shownin figure.
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(8 nMOS enhancement mode transistor

If the gate terminal is connectedto a positive voltage(aminimum voltage level of

threshold voltage) with respecto the source thenthe electricfield establishedetween
the gateandthe substratevhich givesa chargeinversionregionin the substratainderthe
gateinsulationand a conduction path or channelis formed betweensourceanddrain,
butno currentflows betweersourceanddrain(Vas=0) .

1 Whencurrentflows in the channelby applyinga voltageVds betweensourceand
draintheremustbeavoltage(IR)drop = Vgsalongthechannel.
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i This resultsthat the voltage betweengate and channelvarying with distance
along the channelwith the voltage being a maximumof Vgs at the sourceend.
Theeffectivegatevoltageis Vg = Vgs- Vt .

1 Toinvertthechannektthedrainendtherewill bevoltageis availableuptowhen
Vgs'Vt > Vds.

1 Forall voltagesVds< Vgs- Vi thedeviceis in thenon-satrurated region.

A

VoS = VEs— Wr Yos EvGas — VW
—=—— Trioda ——=-
Region

Saturation Region ———=

vosE Vs d

ves= 1+ 3

WRG = 1.-";-4-2

vos= i+ 1

| | ] | ]
5 B T B9
vos (V) Vs = MWe (G O4f)y

Y

1 WhenVgs is increasedo alevel greater thaVgs- V¢, if thevoltage drop= Vgs-
V¢ takesplaceoverlessthanthe whole lengthof the channelnearthe drain, there
is insufficient electricfield availableto give rise to an inversionlayerto create
thechannelThenthevoltageis called@inch-offévoltage.

)l

1 At this stage thdiffusion currentcompleteshe pathfrom sourceto drainand the
channelexhibits a high resistanceand behaveas constantcurrentsource, This
region is knownasdsaturationéregion.

NMOS depletion modetransistor

The basic block diagram of nMOS depletion mode transistoris shown in
figure. In depletionmode transistorthe channel is establishedventhe voltageVgs = 0
by implanting suitable impurities in the region between source and drain during
manufacturendprior to depositirg theinsulationandthegate.
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{b) nMOS depletion mode transistor

At this stagehe source and drain acennectedy a conductingchannelpbutthe channel
may now be closed by applying a suitable negative voltage to the gate. In both
enhancemenénd depletionmode cases,variationsof the gate voltage allow control of
anycurrentflow betweersourceanddrain.

NMOS FABRICATION

fabricationis the procesgo createthe devicesandwireson asinglesilicon chip.

1 The processstartswith a silicon substrateof high purity into which the required
p-impuritiesareintroduced.

Si - substrate

1 A layer of silicon dioxide(si@) is grown all over the surfaceof the wafer to
protectthe surfaceand actsasa barrierto dopantsduring processingand provide

a generallyinsulating substrateonto which other layersmay be depositedand
patterned.

Si0, (Oxide) — o

SI - subslrate
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1 Thesurfaces now coveredwith aphotoresistvhichis depositedntothewafer
andspunto achieveanevendistributionof therequired

Photoresist

J il et
Si0, (Oxide) o
2

Si - subslrate

thickness.

1 Thephotoresistayeris thenexposedo ultravioletlightthroughamaskwhich
definesthoseregionsinto which diffusionis to takeplacetogethemith transistor
channels.

UV - Light

Glass mask
with feature R |
—e

Insoluble

photoresist
e

Si0O, (Oxide) ——» Exposed photeresist
becomes soluble

Si - substrate

1 Theseareasaresubsequentlyeadilyetchedawaytogethemvith the
underlyingsilicon dioxidesothatthewafersurfaces exposedn the
window definedby the mask.
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Chemical etch {HF acid) or dry etch (plasma)

. L

photoresist

Si, (Oxide) —=

Si-substiate

1 Theremainingphotoresists removedandathin layerof siozis grown
overtheentirechip surfaceandthenpolysiliconis depositedntop of this
to form thegatestructure.

Hardened
photoresist

\

Si - substrate

1 Thepolysiliconlayerconsistf heavilydopedpolysilicondepositedy
chemicavapourdeposition(CVD),

Polyscon
2

AT —_\_Eaa_/— \\/
SI0, (02iCe) ——e

S - subsirate

1 Furtherphotoresistoatingandmaskingallowsthepolysiliconto be
patternedandthenthethin oxideis removedo exposedreasnto which
n-typeimpuritiesareto bediffusedto form the sourceanddrain.
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Polysilicon
} ——
Thin oxde

S10, (Oxde)

S - sutbsrrale

1 Diffusionis achievedy heatingthewaferto ahightemperaturend
passinga gascontainingthe desiredn-typeimpurity overthesurface.

Si0, (Ovide) ——- \

Meial (Al)

—
v ] Lo |

Si - substrate

1 Thick oxide(sio) is grownoverall againandis thenmaskedwith
photoresstandetchedo exposeselectecharea®f thepolysilicongate
andthedrainandsourceareasvhereconnectionsreato bemade.

Metal

Si0, (Oxide) — m /

lf\+ [I‘H—

Si - substrate

I The whoke chip then hasmetal depositedover the surfaceto a thickness
typically of 1um. This metallayeris thenmaskedand etchedto form the
requirednterconnectiopattern.

CMOS fabrication
A CMOSTechnologydepend®nusingbothN-TypeandP-Typedeviceson thesamechip.
A Thetwo maintechnologieso dothistaskare:
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A P-Well (Will discusghe processstepsnvolvedwith thistechnology)

A Thesubstratés N-Type. The N-Channeleviceis built into a P-Type well
within the parentN-Type substrateThe P-channeldeviceis built directly
onthesubstrate.

N-Well

The substrateis P-Type. The N-channeldeviceis built direcly on the
substratewhile the P-channeldeviceis built into a N-type well within the
parentP-Typesubstrate.

A Two moreadvancedechnologieso dothistaskare:

Becoming more popular for submicron geometrieswhere device performanceand
densty mustbe pushedeyondthelimits of theconventionap & n-well CMOSprocesses.

A Twin Tub

A Both anN-Well anda P-Well aremanufacturean a lightly dopedN-type
substrate.

A Silicon-on-Insulator(SOI) CMOSProcess

SOl allows the creationof independentcompletelyisolatednMOS and
pMOStransistorgirtually sideby-sideonaninsulatingsubstrate.

The simplified processsequencdor the fabricationof CMOS integratedcircuits on a p- type
silicon substrateés shown.

A

A

Theprocessstartswith the creationof then-well regions fopMOStransistorsby
impurity implantationinto thesubstrate.

Then, a thick oxide is grown in the regionssurroundingthe nMOS and pMOS
activeregions.

The thin gate oxide is subsequentlygrown on the surface through thermal
oxidation.

Thesestepsarefollowed by the creationof n+ andp+ regions(source drainand
channelstopimplants).

Finally themetallizationis created creationof metalinterconnects).

17



Create n-well regions
and channel-stop regions

T

Grow field oxide and
gate oxide (thin oxide)

A4

Deposit and pattern
polysilicon layer

Y

Implant source and drain
regions, substrate contacts

v

Create contact windows,
deposit and pattern metal layer

n-well process

A

The n-well CMOS processstarts with a moderatelydoped (impurity concentration
~10'%cm®) p-type silicon substrateThen, aninitial thick fifieldo oxide layer (50004 is
grownontheentiresurface.

Thefirst lithographicmaskdefinesthe n-well region. Donor atoms,usually phosphorus,
are implantedthroughthis window in the oxide. Oncethe n-well is created,the active
area®fthenMOSandpMOStransistorcanbedefined.

Following the creationof the n-well region, a thick field oxide is grown aroundthe
transistoractiveregions,andathin gateoxide (25A) is grownontop of theactiveregions

The polysilicon layer (30004 is depositedusing chemicalvapor deposition(CVD) and
patternedoy dry plasma etching. The createdpolysilicon lines will function asthe gate
electrode®f thenMOS andthepMOStransistorandtheir interconnects

Using a setof two masks,the n+ and p+ Source and Drain regionsareimplantedinto
thesubstratendinto then- well, respectively.

Theohmiccontactgo thesubstratendto the n-well areimplantedin this processtep

18



A Aninsulatingsilicon dioxidelayeris depositecverthe entirewaferusingCVD (50004).
This s for passivationthe protectionof all the activecomponentérom contamination.

A The contactsare defined and etchedaway to exposethe silicon or polysilicon contact
windows. Thesecontactwindows are necessaryo completethe circuit interconnections
usingthemetallayer,whichis patternedn thenextstep.

A Metal (aluminum, >50004) is depositedover the entire chip surface using metal
evaporationandthe metallinesarepatternedhroughetching.

A Sincethe wafer surfaceis nonplanar,the quality and the integrity of the metal lines
createdn this steparevery critical andareultimatelyessentiafor circuit reliability.

A The composie layout and the resulting crosssectionalview of the chip, showingone
NnMOS and one pMOS transistor (built-in n-well), the polysilicon and metal
interconnections.

A Thefinal stepis to depositafull SiO, passivatiorayer(50004), for protectionoverthe

chip, excepftfor wire-bondingpadareas.
|

_PT(for P-snbstrate
T contact)

Fchannel N* ﬁ"ﬁ’ )
Dievice N channel

Levice

N-tvpe substrate

n-well

n-type p-type
A GND diffusion Output diffusion VDD
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e
Metal  pysiiicon
(GN}D) gae l{é 5 £y—o o
/ Bl ! ; 7 AT Metal
Y . 7 & (/DD) //
7 / /,
o B
Gate Drain Drain Source !

oxide { n-well j
n-well region contact |

Source

nMOS transistor

- —

p-type substrate pMOS transistor

p-well process

P-well on N-substrate

N-typesubstrate

Oxidation,andmask(MASK 1) to createP-well (4-5nmm deep)
P-well doping

P-well actsassubstratéor nMOSdevices.

Thetwo areasareelectricallyisolatedusingthick field oxide (andoften

= =A A4 A4 -4 -4 -

isolationimplants[not shownhere])

SiO,

P-well

N-tvpe substrate

Polysilicon Gate Formation
1 Removep-well definitionoxide
1 Growthick field oxide

1 PatternMASK 2) to exposenMOS andpMOSactiveregions
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1 Growthinlayerof SiO, (~0.1mm) gateoxide,overthe entirechip

surface

1 Depositpolysiliconontop of gateoxideto form gatestructure

1 Patternpoly ongateoxide (MASK 3)

Thugate vads

-

PR actverenon g

V-pe abstinie

1 nMOS P+ Source/Drairdifusioni self-alignedto Poly gate

{1 ImplantP" nMOSS/Dregions(MASK 4)

P* implant/diffusio

p+mask

N-type substrate

1 pMOS N+ Source/Drairdifusioni self-alignedto Poly gate
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f ImplantN* pMOSS/Dregions(MASK 5i oftentheinverseof MASK 4)

N* implant diffusion

NT mask

; I i
I E ‘
|
P+ //' N+ /i/'

N-tvpe substrate

pMOS N+ Source/Drairdifusion, contactholes& metallisation
Oxideandpatternfor contactholes(MASK 6)
Depositmetalandpattern(MASK 7)
Passivatioroxideandpatternbondingpads(MASK 8)

P-well actsassubstratéor nMOSdevices.

Two separatsubstratesrequireswo separatsubstrateonnections

A =_ A4 A4 a4 A -

Definition of substrate&onnectiorareascanbeincludedin MASK 4/MASK5

Pritor P-substrate
contact)

Pt = P chaniiel
T lh-
Drevice N clhiannel

Detvice

Twin-Tub (Twin-Well) CMOS Process

This technologyprovidesthe basisfor separat@ptimizationof the nMOS andpMOS transistors,
thus making it possiblefor thresholdvoltage,body effect and the channeltransconductancef
bothtypesof transistordo be tunedindependentlyGenerallythe startingmaterialis a n+ or p+
substratewith a lightly dopedepitaxial layer on top. This epitaxial layer providesthe actual
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substrateon which then-well and thep-well areformed.Sincetwo independent dopingtepsare
performedfor the creation of the well regions,the dopant concentrationscan be carefully
optimizedto producethedesireddevicecharacteristicsThe Twin-Tub processs shownbelow.

THERMAL COMPOSITE-GATE

In the conventionalp & Y 1t 8 SMOSprocess the doping density of the well region is typically about
one order of magnitude higher than the substrate,which, amongother effects, resultsin unbalanced
drainparasiticsTheli ¢ A ypmoedzavoidsthis problem.

Silicon-on-Insulator (SOI) CMOS Process

Ratherthanusingsilicon asthe substratematerial,technologisthavesought touseaninsulating
substrateto improve processcharacteristicsuchas speedand latch-up susceptibility. The SOI
CMOS technologyallows the creationof independentcompletelyisolatednMOS and pMOS
transistorsvirtually sideby-side on an insulating substrate.The main advantagesof this
technologyare the higherintegrationdensity(becausef the absencef well regions),complete
avoidance of the latch-up problem, and lower parasitic capacitancescompared to the
conventionalp & n-well or twin-tub CMOS processesA crosssectionof nMOS and pMOS

devices using SOl process is shown below.
HMOS PMOS
2 | 1

//n' P n‘\\ // P n P’\\

Insulating Substrate

The SOI CMOS processis considerablymore costly than the standard p & n-well CMOS
processYet the improvementof deviceperformanceandthe absencef latch-up problemscan
justify its use especiallyfor deepsub-microndevices.
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Berkeleyn-well process

Thereareanumberof p-well andn-well fabricationprocesedand, in orderto look moreclosely
at typical fabricationsteps,we will usethe Berkeleyn-well processan example.This processs

illustratedasfollows:

Masik 1
{wall definition)

Mask 2
(NMOS active
area)

Mask 3
(PMOS active area)

Mask 4
{PMOS gates)

{Note that future
p-devices are shielded
by polysilticon gate}

Mask 5
{pPMOS polysilicon gate)

Photoresist of this step
masks the n* regions
during boron implant
Mask 6

(cuts)

Mask 7
{metals}

Mask 8 {overglass)

Defines the phosphorous doped n-wells

l Grow gate oxide, then cover wafer with silicon nitride —l

¥

Delineate the thin oxide areas above the p-substrate,
leaving all n-well regions covered

¥

Nitride is selectively etched from the regions where

thick oxide is desired

¥

Boyon implant is introduced to act as a seif-aligned
p-type channel stop

L2

Field oxidation

2

Nitride layer is selectively eiched above n-well

Y

Phosphorous implant is introduced to form n-type
channel stop in the n-well

v

The remaining nitride layer is etched

;f

Imptant for threshold adiustment

ER

Heavily n-doped polysilicon is deposited over water

¥

Formation of polysilicon gates of n-channel davices

¥

Formation of n* regions in thinox areas not covered
by polysiticon using arsenic imptant

¥

Formation of p* regions through boran implant

v

Thick oxide over all

¥

Define contact cuts

Y

I

Deposit aluminum and pattem

¥

[

Passivate and make cuts for bonding pads

FIGURE 1.13 Flow diagram of Berkeley n-well fabrication.
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Fabrication

Fabricationis the processof creatingor making numberof devicesand wires on a single
chip(IC). Fabricatiorof devicesnvolvesthefollowing operations

1 Waferprocessing
.Photolithography
Oxidegrowthandremoval
Diffusing andion implantation
Annealing

Silicondeposition

Metallization

= =2 =4 =4 4 4 -2

Probetesting

1 Encapsulation

Waferprocessing

1 Puresilicon is meltedin a pot (1400C) and a small seedcontainingthe desiredcrystal
orientation is  inserted into molten  silicon and  slowly pulled

Wire Reel = |

FRotation — T = It
Systom ] gll >

T e ar
T

~—Pulling wWire
Image- .

Sensing — ’
Device -\\;
Seead T,

Gate Walve —.
View Paorl _\L:i“’

~ Vasuum Pump

J
o Dptical System

Pt

~¢

~—— Silica Crucigle

. Graphite Susceptor |
— Graphite Hoater Hat
|~ Thermal Shickd 1 Zaone

-
R

‘j%;“:;’ -

Electrads: i Ar o+ S0+ CO

o

jm—
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Thesilicon crystalis manufacture@sacylinder(ingot) with adiameterf 8-12inches.

Thiscylinderis carefullysawednto thin diskscalledwafers. Which arelaterpolished

andmarkedfor crystalorientation.

Photolithography

- = =4 -2

calledphotoresist.

Lithographyprocesaisedto transferpattermgo eachlayerof theC.
Drawthefi | a ypaterrmonatransparenglassmask

Transferthe maskpatternto thewafersurface.

1. Photoresist coating

Photoresist
o
4

SO R —
Substrate

2. Exposure

Opaquell Ultra violet light

Unexposed

Substrate

3. Development

QN S

.
Substrate

Thesurfaceto be patterneds spin coatedwith alight sensitiveorganicpolymer
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1 Photoresistareof two types
)] Negativephotoresishardemsn theareasexposedo light
1)) Positivephotoresishardensn theareanot exposedo light
1 Themaskpatternis developednthephotoresistwith UV light exposure.

1 Dependingnthetypeof photoresistnegativeor positive),theexposedr
unexposegbartsbecomeesistanto certaintypesof solvents.

1 Thesolublephotoresists chemicallyremoved.

1 Thedevelopeghotoresisactsasamaskfor patternimgof underlyinglayersand
thenis removed.

Oxidation
1 Oxidecanbegrownfrom siliconthroughheatingin anoxidizing atmosphere
)] Gateoxide,deviceisolation
i) Oxidationconsumesilicon

1 Siois depositedn materialsotherthansiliconthroughreactionbetweergaseousilicon
compoundsndoxidizers.

1 Insulationbetweerdifferentlayersof metallization
Etching

1 Oncethedesiredshapds patternedvith photoresistthe etchingprocessllows
unprotectedmaterialso beremoved.

anisotropie etch (Ideal) isotropic etch preferential etch

/rSSiSt undercut— «—— /resist L /ESiSt
layer 2 layer 2 layer 2
)l
)] Wetetching:Useschemicals
i) Dry or plasmaetching:Usesionizedgases.
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Diffusion and lon implantation

1 Dopingmaterialsareaddedo changeheelectricalcharacteristicsf siliconlocally through

) Diffusion dopantsdepositedn silicon movethroughthelatticeby thermaldiffusion
(hightemperatur@rocess).

i) lon implantation highly energizedionoror acceptoatomsimpingeon thesurfaceand
travelbelowit

Thermal annealing is ahightemperaturewvhich allows:

1 allowsdopingimpuritiesto diffusefurtherinto thebulk.
1 repairdatticedamagecausedy thecollisionswith doping ions.

Metallization depositiorof metallayersby evaporatn.

Encapsulation During Encapsulationlead framesare placedonto mold platesand heated. Molten plastic
materialis pressedroundeachdie to form its individual packageThemoldis openedandtheleadframesare
pressemutandcleaned.

INTRODUCTION OF MOSFET

The rapid stridesof the semiconductoindustry in recentyearsare due to its ability to incorpc rate more and
more devicesoperatingat higher and higher speeddsn an IC. Metal Oxide Field Effect Transistor (MOSFET)
circuits occupy less silicon areaand consumeless power than their bipolar counterpartdBJT) making them
ideal choicefor VLSI circuits. The MOSFET waghe subjectof a patentin 1933, but did not reachcommercial
maturity until aboutthirty yearslater. The delaywasprincipally dueto a lack of understanding@f the importance
of the oxide/semiconductadnterface,andto thetime takento developsuitablefabricationprocedures, notablffpr

the growth of the thin gateoxide.

28



A MO S F E @arénsadefrom crystallinesemicondutor that forms the hoststructurecalled the substrate or
bulk of thedevice.Substratdor nMOS s p-ty

A pesilicon whereador the pMOS devicesit is n-type silicon.

A The thin oxide of the transistorelectrically isolatesthe gate from the semiconductor underneath.The
gateoxide is madeof oxidized silicon forming non-crystalline,amor phousSiO.. The gateoxidethickness
is typically from near15 A to 100 A.

A Drain and sourceregionsare madefrom crystallinesilicon by implanting a dopantwith

oppositepolarity to that of the substrateln pMOS, boranimpurities are dopedandin nMOS phosphorous
impurities are doped. The gate is fabricatedusing polysilicon or metal.Sincedrainanddrain dopants
aremadeof oppositepolarity to the substratgbulk) theyform pn junction diodesthat are reversebiased
in normal operationof the device. Thisis shownin the Fig. 2.3.

A The gateis the control terminal and the sourceprovidesthe electrons(nMOS) or holes (pMOS) that are
collectedby the drain.

A The distancefrom drain to sourceis a geometricalparametercalled channellength
(L) wherethe conductiontakesplace.Another geometricalparameteif the deviceis transistorchannel

width (W). Thesetwo parametersre setby the circuit engineer.

A Other parameterssuch as oxide thickness,thresholdvoltage and doping levels depend on the fabrication
processand cannotbe changedby the design.They are technology parameters.

A ComplementanpMetal Oxide Semiconducto{CMOS) logic circuits haveboth nMOS and pMOS devices
which will be discussedaterin this chapter.

Source Drain Source Drain

bulk (p-type) bulk (n-type)

Fig. 2.3 Cross-sectional view of n(MOSFET and pMOSFET.

Understanding EnhancementMode MOSFET Operation: A Descriptive Approach

Transistorterminalsmusthavepropervoltagepolarity to operatecorrectly In MOSFETSs, the terminalvoltages
are usually referredwith respectto the source.The sameconvention will be followed in this chapter,.e., the
modelequationswill be developedwith respectto Ves Vbs, andVsg The positive conventioncurrentin nMOS
(PMOS) deviceis from drain (source)to the source(drain) andis referredaslipsor Ip. Whena positive (negative)
voltage is appliedto the drain terminal; the drain currentdependson the voltage appliedto the gate control
terminal.
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Threshold Voltage

A Since the drain and sourceare at the same voltage the channelcarrier distribution is uniform along the device.The
voltage at which the surface of the semiconductorgets inverted to the opposite polarity is known as Threshold
voltage In nMOS transistor, the surfacewill be invertedto n-type (remembern nMOS bulk is p-type silicon) and for
pMOS transistorthe surfacewill be invertedto p-type (rememberin pMOS bulk is n-type silicon). At the threshold
voltagecondition,the concentrationof electronsholes) accumulatechearthe surfacein a nMOS (pMOS) is equalto the
doping concentration of the bulk doping concentrationThreshold voltage for nMOS is always positiveand threshold

voltagefor pMOS is alwaysnegative
A An nMOS (pMOS) transistorhasa conductingchannelwhen the gatesourcevoltageis greaterthan (less

than)thresholdvoltage,i.e., Vos > Vin (Vas < Vy).

Let usdiscussn detail aboutthe thresholdvoltageof annMOSFET.
In aMOSFETsinceall terminalvoltagesare appliedwith respecto the sourcethe thresh old voltageis also

measureavith respecto source

The threshold voltage of a MOSFETis defi as the value of gate to source voltage which is suffi to producea

surfaceinversionlayer whenVps=0 V.
or

The voltageat which the surfaceof the semiconductogetsinvertedto the oppositepolar- ity is known asthresholdvoltage.

VSBis appliedto the MOSFET andis alwayspositive or greaterthan zero.VSB is applied to keepthe pn
junctionsin the MOSFET reversebiasedso that no substratecurrentfl in the deviceinto the bulk/substrate.
For a MOSFETthe surfaceis inverted(channelis formed) whenthe surfacepotentialis Qs = 21111+ VSB.

The formula for thresholdvoltageis given by

f ms = work function differencebetweengateand substrate
Na = substratelopingconcentration
f s = energydifferencebeweenthe Fermilevel andintrinsic Fermilevel in the semicon ductor(silicon

here)or Fermivoltage
Cox = Oxide capacitanceper unit areagiven by | o/tex Whereto is the thicknessof the oxide.

The surface getsinverted when the surface potential Js = 2011+ VSB in caseof a MOSFET Vthisa
functionof severatomponentanostof which arematerialconstantsuchas thediffer- encein work functionbetween
gateandsubstratenaterial the oxidethicknessthe Fermivoltage Apart from themthe paranetersshownbelowwiill
alsoshowtheir effectonthe thresholdoltage

Alf in the fabrication processsome charges(sodiumions through humansweat, etc.) are trappedin the gate
oxide,thresholdvoltageis alteredastheyshowtheir reactionto thevolt- ageappliedto the gate.For examplejf
somepositiveions arefi in the oxide, the amount of positive chargerequired near the gate terminal to
invert the surfacedecreaseshencethreshold voltageecrea
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Ultimately whenVos = Vpsay, the voltageacrossthe oxide nearthe drainendis no longersuf- fi  to support
the channel(inversionlayer),i.e., the horizontalelectricfi  becomesstron ger thanthe vertical electricfi
atthedrain end. The conductingchannelretractsfrom the drainandnolongerii t o u ¢his ergnimal. When
this happenghe inversionchannelis said to bef p i n offto @andl the deviceis in the saturation region.
This is shownin Fig. 2.5(b). In this regionthe pinch off point movestowardsthe sourceas Vpsincreases.
The voltageat the pinch off point remainsVpsa. The extravoltageVosi VosaiS now droppedin the deple
tion region.The electronswhich reachthe pinch off point aresweptacrosso thedrainby the electricfi in
the depletionregion.The currentin the saturationregionremainsalmostfi
as the voltage acrossthe inversionlayer is fi at Vosa. A small increasein the currentis observeddueto the shift
of pinch off point towardsthe sourceend, which effectively reduces the channellength of the MOSFET from L
to Lj asshownin Fig. 2.5(c).
The conditionsfor pinch off is

Vos O(Vesi Vi)  for nMOS transistor
Vbs O(Vesi Vip) for pMOS transistor. (2.6)

Vos> Vi ,
"o " Vps< Vo

[)
Channel

7
Depletion region
(a)

Vs

; ’
Ves= Vi

Vos = Vs

Point (P)

Vps

>
0 V bsar

Depletion region
(b)

Vs> Vi

Vs> Vou

Vps
Depletion region (©) 0

Fig. 2.5 Variousregions of operation of MOSFET (a) ohmic region (b) onset of saturation region (c) saturation region.
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52

The behaviourof MOS transistorin different operationregionsis bestunderstoody analy sis of its current
voltage characteristicsThe following chart in Fig. 2.6 showsthe behaviour of an nMOSFETwhosechannel
lengthL is 10 um.

6X 1074
Vps=Vgs—V; Ves=2.5V
5 L
Resistive Saturation
4l ¢ > ]
Va=20N
Ips 3t
2 Vos=1.5V1
1t |
Ves=1.0V
0 2 .
0 0.5 1 1:5 2 2.5

VDS

Fig.2.6 I-VcharacteristicsoflongchannelnMOSFET forvarious Vgsvalues.

All the derivedequationshold for the pMOS transistoraswell. The only differenceis that for pMOS devices,
the polaritiesof all voltagesand currentsarereversed.This is illustrated in Fig. 2.7, which plots the Ips T Vps
characteristic®f a minimum-size pMOS transistorof L = 0.25um processThe curvesarein thethird quadrants
los, Vos, and Vs areall negative.

x 107
0 v
Vgs=—1.0V
02}
Ves=—-1.5V
-0.4

Vgs=—2.0V

VI)S

Fig.2.7 I-V characteristicsoflongchannel pMOSFET forvarious Vs values.
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Themobility of holesin siliconis typically lower tharthatof theelectronsThis meanshatpMOS transistorgrovide
lesscurrentthannMOS transistorsof comparableizeandhenceareslower.

Current Equationsof MOSFET in Various Regionsof Operation

Let us discussa fi order (ideal Shockley)model relating the currentand voltage for an nMOSFETin ohmic
or nonsaturatedegions.

AIn a cutoff region (Ves< Vi) thereis no channeland almostzero currentfl from drainto source.

A In otherregionsthegateattractscarriers(electrons}o form thechannelTheelectrondrift (drift currert means
currentunderthe infl of the electricfi from sourceto drain at a rate proportionalto
the electricfi betweentheseregions.Thus,we cancomputethe currentsif we know the amountof chargein
the channelandtherateat whichit fl

We know thatthe chargeonc a p a cplates Q & £V. Thus, the chargein the channel
Qchannel is

Qchannel = Cg (VGC T th) (2-7)

C, is capacitancef gateto the channel;Vec 1 Vin is the amountof voltageattractingcharge to the channelbeyond
thresold voltage.
If the sourceis at Vsanddrainis at Vo, the averages

wherel, = 3.9 U for silicon dioxideand(d is the permittivity of free spacavhichis 8.85x 104F/cm.

33



Polysilicon
gate

n+ Al L . n-+ 1——=<___ SiO, gate oxide

(good insulator, £, = 3.9)

p-type body

Eachcarrierin the channel(hereelectrons)is acceleratedo an averagevelocity propor tional to the lateral
electricfi i.e., lateralelectricfi betweenthe sourceandthe drain.The constanbf proportionalityp is known
asmobility of the carriers As electronsarecarriershere,we write |1 aspn

V= UE (2.12)

Theelectricfi E is the voltagedifferencebetweendrain and sourceVps divided by the chanrel length.

The time requiredfor the carriers(electrons)to crossthe channelis the channellength divided by the
carriervelocity.

t=L/v (2.14)

Therefore,the currentbetweendrain and sourceVps is the total amountof chargein the channeldivided
by the time requiredto crossthe channel

Ips = Qhannel ¢ (215)

(2.16)

We know Qchanne= Cq (Voc T Vin) and substitutingthe value of Vscin the equation,and substitutingthe values
of we obtainL andv from equatiq;\}fvllandz.wwe obtainthe below expressiorfor Ips
-V -V )v

I =mC
DS oxr GS tn D$/2 DS (217

Equation 2.17(a) describesthe linear region of operationfor Ves> Vi but Vosis very small. lpsincreases
almostlinearly with Vps just like an ideal resistor.The geometryandtech nology parametersare sometime
mergedinto a singlefactor. This symbolis not the sameas symbolusedfor ratio of collectorto basecurrentin
a bipolar transistor.

When Vpsis further increasedat the value of Vos= Vesi Vinthe drain currentbeginsto becomeconstantThis
voltage is known as saturationvoltage Vosa: At this point the IR drop in the device equalsthe effective gate to
channelvoltageat the drain. If Vosis furtherincreasedoeyondVpsa;, 1osbecomesonstantThe channepinchesoff
from draintowardssourcewith the increasenf VosbeyondVpsa. Substitutinghevalueof Vpsa= Vasi Vi in equation
2.17(b).

Ips =bf Ves - Vin- VDsatz)VDsat

2
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(2.18)

It is sometimesconvenientto defi Iosat @S the currentof the transistorthatis fully ON, i.e., Ves= Vbs
= Voo (supplyvoltage)

_ Iog,= (Voo - Vin)? (2.19)
SUMMARY:: Shockleylstordertransistormodels
A é
! i O Ves <Vt cutoff
lps=ib (Ves- Vin- VDs/Z/)VDS R Vs <Vpsdinear
|

T b 5 , .
- ) 2(Ves-\ﬂs) psat ¥V 2V saturation

Understanding the Depletion Mode MOSFET Operation

DepletionmodeMOSFET s normally continuousON device.The depletionmode MOSFET has a narrown-channel
buriedbetweerthesourceanddrainnearthe surfacg(in caseof NMOSFET), i.e., n-typesdopantsareimplantednear
the surface.Free electronsare availablein the channel area.With Vps = 0 a negativegate voltageattractsholes
from thebulk into the channehearthe surfaceThe recombinationf induced holesvith the existingelectrons(from
theburied channelrausesiepletionof majority carriers.This actionis responsibldor its nameasdepletionmode
MOSFET. If the gatevoltageis mademore negativemajority carrierscan be virtually depletedand channelis
eliminated.The device is off in this condition. Underthesecircumstancesirain
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currentis zero.Theleastnegativevalueof Vssfor which channels depleteds knownasthresh old voltage Vi, of
the MOSFET.

AWith Vs = 0 the application of positive Vs producesappreciabledrain current given by Ips. As Vas
decreaseslownwardsthe thresholdthe drain currentdecreasesAt afi Vgsincreasingvaluesof Vps cause
the drain currentto saturateasthe channelis pinched off. The reasongfor this are similar to what causes
saturationin enhancemendlevices. Becauseof the potentialdrop alongthe channeldueto Ips the region of
the channelnear the drain is depletedmore than the region near the source.Depletion mode MOSFET
exhibit both ohmic andsaturatedegions.In depletionnMOS V;, is negative.

A The currentequationsare sameasthosefor enhancemennodedevicein bothohmicand saturatiorregions
(alreadyasdiscussedbovein this chapter).

A A depletionmodeMOSFET canalsobe usedin enhancemennode.lt is only necessaryto apply a positive
gatevoltagesothatthe negativechargesareinducedin the channel enhancethenumberof majority carriers
alreadyimplantedin the channelarea.Thus,for positive Vss the drain currentis more thanthe currentin
enhancemennodedevice.This is shownin the following Fig. 2.9.

P-substrate

N\ n-type implanted
impurities

Note: channel exists when V=0

Fig.2.9 Depletionmode MOSFET.

10
< Ved=+ 0.5V
= 8 [€A
-~ / | Vob=0V |
= | L
5 U/ 0V
s 4/ 0.4V
5 - 0.6V
e
~ 7 —:] AV

0 €

0 25 5

Drain-to-Source Voltage (V,;,), V

Fig. 2.10 I-V characteristics.
ge.
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LeakageCurrent Problemin the MOSFET

Powerconsumptions now the major technicalproblemin the semiconductomdustry. There aretwo principle
sourcesof powerdissipationint o d & O©SbasedvVLSI circuits: dynamic and static power. Dynamic power,
which resultsfrom transistorswitchingandrepeatectharg ing anddischargingof the capacitancen the outputs
of millions of logic gateson chip, is the energy consumedby the chip to producea useful outcome. Static
power refersto the leak age currentthat leaks through transistorseven when they are turned off. It is the
powerthat is dissipatedthroughtransistorswithout producingany useful operation Until very recently, only
dynamicpowerhasbeena signifi sourceof powerconsumptionHowever,as process geometriescontinuously
shrink, smaller channellengths have exacerbatedhe leakageprob- lem. In particular,as processtechnology
advancedo the sub 0.1 um regime,leakagepower dissipationincreasesat a much faster rate than dynamic
power. Consequentlyjt beginsto dominatethe power consumptionequation.For deepsubmicronMOSFET
transistorsthere aresix shortchannelleakagemechanismsss illustratedin Fig. 2.11.

Gate
I3 14

Source

l Well

Fig. 2.11 The leakage current mechanisms in MOSFET transistors

I1 is thereversebiaspi n junctionleakage.
A12 is the subthresholdeakageor the weakinversioncumrent acrossthe device.
A 13 is the gateleakageor the tunnellingcurrentthroughthe gateoxide insulation.
Al4 is the gatecurrentdueto hot-carrierinjection.
AI5 is gateinduceddrainleakage(GIDL).
A16 is the channelpunchthroughcurrent.

Amongthesecurrents|2, 15, andl6 areoff stateleakagemechanismsincetheyonly exist whenthe transistor
is in off state.l1, 13, andl4 canoccuron both on andoff states.

The leakagecurrentsare infl by thresholdvoltage,channeldimensiongphysical), chamel/surfacedoping
profi drain/sourcejunction depth, gate oxide thickness,and Vpp. Currently, the two principle componentsof
static power consumptionare the subthresholdleakagel2 andgateleakagel3.

Most of the operationsof modernVLSI chipscanbe classifi into two modes:active and standby During the
activemodeof circuit operationthetotal powerdissipationincludesboth the dynamicandstatic portions.While
in the standbymode, the power dissipationis due to only the standbyleakage current. Dynamic power
dissipationconsistsof two components.Oneis the switchingpowerdueto the charginganddischargingof load
capacitanceThe other is shortcircuiting power dueto the nonzerorise andfall time of input waveforms.The
static power of a CMOS circuit is only determinedby the leakagecurrentthrough eachtransistor. In other
words, dynamicpoweris relatedto the circuit switchingactivity. In contrast,static poweris proportionalto the
total numberof transistorsn the circuit regadlessof their switch- ing activities. In general,dynamiggower
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dissipationis expresseasPay»= UCVop , whereU is the circuit switchingactivity, f is the operationfrequency,
C is the load capacitanceand Vop is the supplyvoltage.In the pastseweral decadesas CMOS devicesscaled
down, supply voltage Voo also beentrimmed down to keep the power consumptionunder control (since the
powerusagehasquadraticdependencen Vop, accordingto the equation).

Accordingly, the transistorthresholdvoltage hasto be commensuratelgcaledto maintaina high drive current
andachieveperformancemprovementHowever this thresholdvoltagescaling alsoresultsin a substantialncrease
in subthresholdeakagecurrent. Consequentlyleakagepower becomesa signifi componentof the total power
consumptionin both the active and standby modesof operation.To suppresshe powerconsumptiorin deepsub
micrometrecirculits, it is nec essaryto reducethe leakagepowerin boththe activeandstandbymodesof opeation.
Theredue tion in leakagecurrentcanbe achievedusingboth procesdevel andcircuit-level techniques.

At the process levelleakagereduction can beachieved by controlling the dimensionglength, oxide
thickness,and junction depth) and doping profi in transistors.At the circuit level, thresholdvoltage and the
leakagecurrentof transistorganbe effectivelycontrolledby controlling the voltagesof differentdeviceterminals
(drain, source,gate, and body or sub strate).In practice,severalcircuit designtechniquesavebeensuggested
for leakagereductionin digital circuits (logic andmemory),suchastransistorstacking,multiple Vi, dynamicVi.

If careis not taken,leakagepower canleadto dramaticeffectsthat may causea circuit to

fail to function properly.Largeleakagecurrentcanincreasehe standbypowerdissipationto an unacceptablé&vel or
it canleadto excessiveheating,which consequentlyequirescomplicated
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and expensivecooling and packagingtechniqueslin the beginning,only leading edge micro- processorsvere
affectedby this leakagecurrentproblem,but now leakagecurrenthasbecomea critical designparameterfor all
the nanometrechips. In summary,for modernVLSI chip design,the issueof controlling leakagecurrenthas
movedfrom backstageo centrestage.

2.1.4 A.C. Properties: Transconductance,Output Conductanceand Figure of Merit ofa
MOSFET

Defi
The incrementalresistancestransconductancand capacitancegjovernthe a.c. propertiesof the MOSFET.
Thetransconductancg, is defi by

O = Hlbs at constantVps
™ Wes

The smallsignalconductancer outputconductance), is given by
Ul ps

I Wos at constantVes

Linear region parametersand their importance in circuit performance
When the MOSFETs biasedin linear regionwhere Vps is small the conductancg, is obtainedby
differentiatingequation2.24 with respecto Vps

W(\/ -V -V )

Weknowthat Ips =mCox — ©S5 DS/

M CoW

y (Ves - Vin - Vbs) a

Therefore,g, =

equatiorsimplifi to

d L GS tn DS
PresentayVLSI circuitsareMOSFETbasedasalreadydiscussedT he performanceof the circuit dependson

switching speedwhich in turn dependsuponthe parameteknown as ON resistanceagiven by

n ox GS tn
ON channel d

To decreasehe Ron the width of the transistorhasto be increasedout that increaseghe areaof the chip in
return.
The transconductancdefi abovein equation2.23 is obtainedby differentiatingwith respecto Vess

g - rmCOXWV = bV

DS DS
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preferredfor this applicaton since the larger electronmobility implies faster switching than pMOSFETs.The
basicnMOSFETpasstransistorcircuit is shownin the Fig. 2.12. The switchis controlledby Ves If Vgs= 0 then
the transistoris off and thereis no connectionbetweenthe input and output. Placinga high voltage Vs = Vop

drivesthe nMOSFETactiveandcurrentfl For alogic 1 transfer,we useaninput voltage Vi, = Vop.
VDD
D
S
V()h‘.’
D
VI)IJ
| v,
X m
B :
A B C
VSS

X =A.B.C (BECAUSE OF VOLTAGE DROP LOGIC I =V,—= V) —_

Fig. 2.12 Pass transistor logic.

nMOS Inverter

Thebasicinverter circuit hasa depletionmodeMOSFET (coupledin serieswith theenhance mentmodeMOSFET).
ThedepletionmodeMOSFETactsasa pull up transistorasit pullsthe outputlogic from 0 to 1 andenhancement
MOSFET actslike a pull down transistorasit pulls the outputvoltagefrom logic 1 to logic 0. The gateof the
depletionmodeMOSFETis shorted to its source,i.e., Ves= 0 to makeit a continuousON device.The depletion
modeMOSFET actslike a resistiveload. The outputis takenfrom the drain andthe input appliedbetweenthe
gateandthe ground.Figure 2.13 givesthe circuit for nMOS inverter.

Operation of nMOS Inverter

AWhenV,, = logic 0, the pull down transistor(nMOSFET)is off and Voo appearsqiearthe

VOUt'
AWhen Vi, = logic 1 and voltageis more thanthe thresholdvoltage of the enhancemenmodeMOSFET
currentbeginsto fl and V. decreaseandoutputis logic O.
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ATo obtain the transfer characteristicsof the inverter, we superimposethe Vss= 0 deple tion mode
characteristiczurve on the family of curvesfor enhancemeninode device. The pointsof intersectionof
the curvesgivespointson the transfercharateristicsandis shownin the Fig. 2.14.

A The point at which Vi, = Vo is denotedby Vi, or switchingthreshold.

A The transfercharacteristicgFig. 2.15) and Vi,, can be shifted by changingthe ratio of pull up to pull down
impedance%,../ Z,q. (impedanceZ is denotedby ratio of lengthto width ratio of the transistor).

A Dissipationis high sincerail to rail currentfl ~ whenV,, = Logical 1.

A Switchingof outputfrom 1 to 0 beginswhen Vi, exceeds/:, of pull downdevice.

A'When switching the outputfrom 1 to 0, the pull up deviceis nonsaturatednitially and pull down device
movesto saturation.

I

Fig. 2.14 Derivation of nMOS inverter transfer characteristics.
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Fig.2.15 nMOSinvertertransfer characteristics.

Zp.u td Zp.d inv tn
th \V =V -
\/ Zp.u /_Zp.d
inv tn
If we substitutethe typical valuesin the aboveequation,
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Zoul Zpd = 4/1

A An inverter driven directly from the output of anothershould have Zpul Zpd ratio of
2 4/1.

A Similarly an inverter driven through one or more passtransistorsas shownin the Fig. 2.17 should
have Z,u/ Zpa ratio of 2 8/1 (Derivationis not given here)

Inverter 1 Inverter 2
%) Vop

A B | 1 ¢ ;
N N N N I I
me' v

out2

Fig. 2.17 Pullupto pull down ratios for inverting logic by pass transistors.

2.1.8 CMOS Technology

Complementary metal oxide semiconductor (CMOS) is a major classof integratedcircuits. CMOS technologyis
usedin microprocessorgnicrocontrollers,static RAM, and otherdigital logic circuits. CMOS technologyis also
usedfor a wide variety of analogcircuits suchasimage sensorsgataconvertersandhighly integratedransceivers

for manytypesof communicationsin CMOStechnologycircuits, both n-type andp-type transistes areusedto
realizelogic functions. Two importantcharacteristicof CMOS devicesare high noiseimmunity and low
static powerconsumptionSignifi poweris only drawnwhenthe transistoran the CMOS device areswitching
betweeron andoff statesCorsequentlyCMOS devicesdo not produceasmuch wasteheatas other forms of
logic, for example,transistortransistorlogic (TTL) or nMOS logic, which usesall n-channeldeviceswithout
p-channeldevices.Thesefeaturesallow inte- grating many more CMOS gateson an IC thanin nMOS or

Bipolar technologyresultingin
muchbetterperformanceThefollowing Fig. 2.18 showsthe CMOS logic circuit.
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Only transistoris ON connectingthe output terminal Vo« to one of the power rails, and thereis no current
in the circuit sincethe othertransistoris off, thuseliminatinga DC path betweenthe rails. A capacitorload C.

is shownin Fig. 2.19 andit is unavoidablein any cir- cuit. The capacitancés from transistornodeandwiring
capacitances.

Vour (V)

Region | Region 11 Region IV Region V

04

02 -

Region 111

0 I I 1 I I L !
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

Via (V)

Fig.2.20 Transfercharacteristics of CMOSinverter.

The nature and the form of the voltagetransfer characteristic(VTC) can be graphically deducedby
superimposinghe currentcharacteristicof the nMOS and the pMOS devices. Sucha graphis shownin the
Fig. 2.20. Figure 2.21 showscurrentversusVi, in the CMOS inverter.

V.
in

Fig.2.21 CMOSinverterd currentversus Vin.
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In this version,the DC pathbetweenT: and Ts is eliminated(Fig. 2.23a)but the outputvolt- ageswingis now
reducedsince output cannotfall below the baseto emitter Ve of Ts. The dischargepathsfor T, and Ts arenot

still therein this design.

The conventional BICMOS Inverter
Two additionalenhancemertlype nMOS deviceshavebeenadded(Tsand Te) to the existingdesign(Fig. 2.23b).

Thesetransistorsprovide dischargepathsfor transistorbasecurrentsduring turn-off. Without Ts, the outputlow
voltagecannoffall belowthe ba% to emittervoltageVge of Ts.

Fig.2.23(b) Animprovedversion of BICMOS inverter using MOS transistorsforbase currentdischarge.

1. When Vi, =0
T.is off, thereforeTsis nonconductingT.is ON andsuppliescurrentto baseof T.. T, basevoltageis setto Vopp.

Tsis turnedON and clampsbaseof Tsto GND. Tsis turned OFF. T4conductsand actsas currentsourceto
chargeload C.towardsVop. Voulisesto Vop i Vae (Of Ta).

2. Vin = Vop
T, is OFF.T:1 is ON andsuppliescurrentto the baseof Ts- Te is turnedON and clamps the baseof T,to GND.
T4is turnedoff. Tzconductsactsasa currentsink to dischargeload C. towards0 V. Vo, falls to O V + Vcesat

(Of T3)

Properties of BICMOS inverter

A Large driving capability of BICMOS inverteris one of the mostsignifi advantagesoverconventional

CMOS buffer circuits.
ABICMOSIogic gated o e dlissipdteanysignificantamountof staticpowerduringsteady stateoperation.
A BICMOS logic family hasaboutsamepower delay productas conventionalCMOS but the gae delayis

smaller.
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LatchupinCMOS

A by-productof the Bulk CMOS structureis a pair of parasiticbipolar transistorsThe collec  tor of eachBJT
is connectedo the baseof the othertransistorin a positivefeedbackstructure (Fig. 2.24).A phenomeann called
latchupcan occurwhen (a) both B J T dbrsduct,creatinga low resistancepath betweenVpp and GND and (b)
the productof the gainsof the two tran sistorsin the feedbackioop, b, x b, is >1. The resultof latchupis at
the minimum a circuit

out

|n+||p+ p+| |n+ n+||p+|

[y

G o

|
R-sub
P-substrate

N-well

Vertical PNP Lateral NPN

Fig.2.24 Cross-section of parasitic transistors in Bulk CMOS.

VDD

GND

Fig. 2.25 Equivalent circuit of latchup
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malfunction,and in the worst case,the destructionof the device. The equivalentcircuit is givenin

Fig. 2.25.
Latchupmay beginwhenV,: dropsbelow GND dueto a noisespike or animpropercircuit hookup
(Vout Is the baseof the lateralNPN Q). If suffi ~ currentfl  throughR-subto turnon Q.
(I R-sub> 0.7V), thiswill draw currentthroughR-well. If the voltagedrop across R-well is
high enough,Q. will alsoturn on, anda selfsustainingow resistancgpath between the power
rails is formed. If the gainsare suchthat b, x b, > 1, latchupmay occur. Once latchuphas
begun,the only way to stopit is to reducethe currentbelow a critica
| level, usu ally by removingpowerfrom the circuit.

Preventing latchup

1. Fab/DesigrApproaches

A Reducethe gain productb; x b,.

A Moving n-well andn+ source/drairfartherapartincreasesvidth of the baseof Q. and
A reducegyain b, > alsoreducesircuit density.

A Buried n+ layerin well reducesgain of Q..

2. Reducethe well andsubstrateesistancegproducinglower voltagedrops

A Higher substratedopinglevel reducesR-sub.
A ReduceR-well by makinglow resistancesontactto GND.
A Guardrings aroundp- and/orn-well, with frequentcontactsto the rings, reduceshe

A parasiticresistancesFig. 2.26).

? n+guarding

GND| B B B B B BEEEE |p,

nMOS Transistor pMOS Transistor

Fig. 2.26 Guard rings for eliminating latchu
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UNIT -lI

BASIC CIRCUIT CONCEPTS

In VLSI design the wiring up (interconnection) of circuits takes place through the various conductive layers which
are produced by the MOS processing. So, it is necessary to know the resistive and capacitteeisticeac each layer.
Concepts such as

A resistance Band a standard unit of capacitarﬁc:@ which helps in evaluating the effects of

A wiring and input and output capacitances.
A The delays associated with wiring with inverters and with other circuittpated interms

of a delay unib.

Sheet Resistance (B)

A The sheet resistance is a measure of resistance of thin films that have a uniform thickness.

A Itis commonly used to characterize materials made by semiconductor doping, metal deposition
resistivepaste printing and glass coating.
Ex: doped semiconductor regions (silicon or polysilicon ) and resistors.

A Sheet resistance is applicable to #imensional systems where the thin film is considered to
be a twe dimensional entity.

Consider a uniformlab of conducting material of resistivifiyof width W, thickness t and length between
faces A&B is L. as shown in figure.

r=4

AN

o e s L
Resu‘s)uvmi_ e \\ *
N 1
kﬂ Rt
A

Consider the resistanceAR between two opposite faces

Where A is area of cross section
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Consider a case imhich L = W . It means square of resistive material

=R

Rip = 5

-~ |

Where Rsis ohm per square or sheet resistance.

Ry = = ohm per square

- =

From the above equatiorgts independent of the area of square., for example a 1um per side square

slab of the material has same resistarscé em per side square slab of the same material if the thickness
is same.

Hence, the resistance of the MOS layers depend on the thickness and the resistivity of the material of the
layer.

A The thickness of the metal and polysilicon deposited is knownedasuring using four
probe method.

A The resistivity of the diffusion layers is measured by measuring the penetration depth of
the diffusion regions.

Sheet resistance concept applied to MOS Transistors and Inverterts:

Consider the transistor structuresdistinguish the actual diffusion (active) regions from the channel regions.
The simple Aype pass transistor has a channel length E artl a channel width W2

—| W |-

|-—

—| 22 |-—

Hence the channel is square and the channel resistance is

hm ‘
R=1 square X Rs g =RS = 10‘1 ohm
square
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Herethe length to width ratio denotes the impedance (Z) and is equal to 1:1. Consider taaossto
has a channel length L £&nd width W = 2.

Z=2=4

L
W
Thus, channel resistance

R =R, = 4x 10" ohm

Typical sheet resistances of MOS layers are tabulated

Layer Rs ohm per square

' 5um Orbit Orbit 1.2um
Metal 0.03 0.04 0.04
Diffusion 15-100 20-45 20-45
Silicide 2-4
Polysilicon 15-100 15-30 15- 30
n- channel 104 2x 104 2X 104
p-channel 25x 10" 45 10" 45x 10"

Sheet resistance for Inverters
Consider an nMOS inverter has the channel lengthr@l width 2 for pull up transistor as shown in figure.

VDD

{ pull-up

pull-down

o/p

Vin

Vss
(GND)
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L=8; W=22

Z=LIW=4

Sheet resistance R = ZGR 4 x 104 = 40 KY

For pull down transistor the channel lengéhahd width 2, then the sheet
resistance is R = Z&= 1x 10%= 10 kY

Hence %.uto Zp.d=4:1 hence the ON resistance betwe@pvand VSSis
the total series resistance i.e.,

RON = 40 KY + 10 KY =50 KY

Driving Large capacitive loads

when signals are propagated from the chip to off chip destinations we can face problems to drive large

capacitive loads. Generally off chip capacitances may be several orders higher tharCgyveities.

CL 0104 cg

Where @ denotes offchip load. The capacitances which of this order must be driven through low

resistances, otherwise excessively long delays will occur. Large capacitance is presented at the input, which

in turn slows down the rate of change of voltagept.

(i) Cascaded Inverters as drivers

Inverters to drive large capacitive loads must be present lovupw@hd pull down resistance. For MOS

pL

circuits low resistance values imply low L:W ratio(si.. - _ w ) . Since length L cannot be reduced

below the mimum feature size, the channels must be made very wide to reduce resistance value.

Consider N cascaded inverters as on

4:1

ncreasi
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As the width factor increases, the capacitive Ipagsented at the inverter input increases and the area
occupied increases also. It is observed that as the width increases, the number N of stages are decreased to

drive a particular value of |IC Thus with large f(width), N decreases but delay per stageases for 4:1

nMOS inverters.

Delay per stage 2for &/in
=4fUfor & Vin

Whereaevin indicates logic 0 to 1 transition and

&Vin indicates logic 1 to O transition ofjy
Toal delay per nMOS pair = df

Similarly delay per CMOS pair = Uf

(i) Super buffers

Generally the pulup and the pull down transistors are not equally capable to drive capacitive
loads. This asymmetry is avoided in super buffers. Basically, a super buffer is a symmetric inverting or non
inverting driver that can supply (o@move large currents and is nearly symmetrical in its ability to drive
capacitive load. It can switch large capacitive loads than an inverter. An inverting type nMOS super buffer

as shown in figure.

Voo
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A

Consider a positive going (0 to Xansition at input Y turns ON the inverter formed byiTand
T2.
With a small delay, the gate o8Ts pulled down to O volts. Thus, devicg B cut off. Since gate

of T4 is connected to ), it is turned ON and the output is pulled down very fast.

For the opposite transition ofji (1 to 0), Mn drops to 0 volts. The gate of transistgig allowed

to rise to \DD quickly.

Simultaneously the low  turns off T4 very fast. This makes3to conduct with its gate voltage
approximately equal to ND.

This gate voltage is twice the average voltage that would appear if the gate was connected to the

source as in the conventional nMOS inverter.

Now as HdJ Vgs, doubling the effective Yysincreases the current and there by reduces the delay in

chargingat the load capacitor of the output. The result is more symmetrical transition.

Figure shows the neimverting nMOS super buffer where the structures fabricated in 5um technology are

capable of driving capacitance of 2pF with & tisne of 5nsec.

(i) BICMOS drivers

1.

In BICMOS technology we use bipolar transistor drivers as the output stage of inverter and
logic gate circuits.

In bipolar transistors, there is an exponential dependence of the collector (output) current
on the baseotemitter (input) voltage pe.

Hence, the bipolar transistors can be operated with much smaller input voltage swings than
MOS transistors and still switch large current.

Another consideration in bipolar devices is that the temperature effect anvimifage
Vbe

In bipolar transistor, Weis logarithmically dependent on collector currenahd also other
parameters such as base width, doping level, electron mobility.

Now, the temperature differences across an IC are not very high. Thugdhialies of
the bipolar devices spread over the chip remain same and do not differ by more than a
few milli volts.

The switching performance of a bipolar transistor driving a capacitive load can be analyzed to begin with

the help of equivalent circuit anown in figure.
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The timead required to change the output voltageyyby an amount equal to the input voltage is
& = CL/gm

Where,
CL is the load capacitance

gm is the trans conductance of the bipolar transistor.

The value of @&t is small Ipelar mansssters is felativety highn s  c o
There are two main components which reveals the delay due to the bipolar transistprardelT .

A Tinis the time required to first charge the base emitter junction of the bipolar (npn) transistor.
A This time is ypically 2ns for the BICMOS transistor base driver.
AFor the CMOS driver the time required to charge the input gate capacitance is 1ns.

A TL is the time required to charge the output load capacitance .

A The combined effect ofjf and T_ is represented ahown in figure.

Delay 7

s

A Delay of BICMOS inverter can be described by

Load capacitance C;

Crinem
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T =Ty + (Vilg) (1/he) Co

A Delay for BICMOS inverter s reduced by a factor ff s compared with a CMOS inverter.

In Bipolar transistors while considering delay another significant paesiisetollector resistancecR
through which the charging current for @ows.

A For a high value of B, there is a long propagation delay through the transistor when charging a capacitiv

A Figure shows the typical delay values at two values|casfollows.

The devices thus have hi@hhigh gn, high He and low RC. The presence of such efficient and advantageous

devices on chip offers a great deal of scope and freedom to the VLSI designer.

Delay (0S)
1500 |- C =1,F
1000 B~
500
CL ’°.1°F
o 1 1 1 1 1
200 400 €00 800 1000

Collector resistance (Q)
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UNIT -l
Gate level design:

Logic gateis an idealized or physical device ilementing a Boolean function, that is, it performs

a logical operation on one or more logic inputs and produces a single logic output. Depending on
the context, the term may refer toideal logic gate one that has for instance zero rise time and
unlimited farout, or it may refer to a neideal physical device.

Switch logic:

Switch logic is based on the pass transistor or on transmission gates. This approach is fast for small
arrays and takes no static current from the supply rails. Thus, power dssipiaguch arrays is

small since current only flows on switching.

e
DW—Q o%«%%z ec,k_a E

@) (b) )
c{k _c‘.k __%EF AEF
] A
e —E? *157
@ (e)

figure shows transmission gates)

Pass transistors and Transmission gates:

Switches and switch logic are to be formed from simple nrmags transistors or from
transmission gates comgrig an npass and a-pass transistor in parallel the reason for adopting
the apparent complexity of the transmission gate, rather than using a siswitemor pswitch in
most CMOS applications, is to eliminate the undesirable threshold voltage effécitsgive rise

to the loss of logic levels in pass transistors.

Other forms of CMOS logic:

Clocked CMOS Logic (C2MOS):

Clocked CMOS logic has been used for very low power CMOS and/or for minimizing hot electron
effect problems in NFET devices .Clockig transistors allow valid logic output only when clk is

high. Clocking transistors may be at output end of logic trees (maximum performance) or at power
supply end of logic trees (maximum pr¢

Pseudenoms logic:

Using a PMG transistor simply as a pu
Note, that this type of logic is no longer
properly, i.e., The pulip transistor must be chosen wide enough talgoina multiple ot then
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block's leakage and narrow enough so that thick can still pull down the output safely.

Dynamic CMOS logic:

The actual logic is implemented in the inherently faster nmos logittampistor is used for the
norttime-critical precharging of the output line so that the output capacitance is charged to V
during the of period of the clock signal.

vdd Vdd

Domino CMOS logic

CMOS-based evolution of the dynamic logic
based on either PMOS BIMOS transistors. It
logic swing. It was developed to speed up circuits.
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In Dynamic Logic, a problem arises when cascading one gate to the next. The precharge "1" state
of the first gate may cause the second gate to discheegeturely, before the first gate has

reached its correct state. This uses up the "precharge" of the second gate, which cannot be restored
until the next clock cycle, so there is no recovery from this error.

Domino logicis a
techniques which were
allows a raito-rail

— 1

PHYSICAL DESIGN:
What is Floorplanning?
A floorplanning is the process of placindlocks/macros in the chip/core area,

thereby determining the routing areas between them.
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Floorplan determines the size of die and createstracks for placement of standard cells.

creates power ground(PG) connegs. It alsadetermines the 1/0 pin/pad placement

information.

A good floorplanning should meet the following constrains.

A Minimize the total chip area,
A Make routing phase easy (routable),
A Improve the performance by reducing signal delays.
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Floorplannng

Inputs for floorplan
FSynthesized netlist(.v, .vhdl)

Design Constrains (SDC)

Physical partitioning information of the design
IO placement file(optional)

Macro placement file(optional)

Floorplanning control parameters.

Too oo Too Too Too
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Output of floorplan
ADi e/ @®dao c k

I/O pad/placed

Macro placed

Power grid design

Power prerouting

Standard cell placement areas.
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Design of Floorplan

1 Placing of Large Macros with defined core area

E I/O Macros placing in periphery area which includes power , ground gnal giad
placement

2 Establishment of power and ground grid (Rings and Straps)

2 Utilization is Design Area/Allocated Area

E The placement of Standard cells and Macros with goal of 100% typica8%%0

E It is always better to give5670% which may help 30% for optimization , Hold

Fixing , clock tree synthesis , Signal Integrity , Routing ,Congestion

Manual Placement of Macros Heavily Connected
to I/0 Pin Groups or to Other Macros
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Floor Planning Considerations
Placement:

Placementis an essential step @lectronic design automatierthe portion of the physical design

fl ow that assigns exact | ocations for wvarious
inferior placement assignment will netly affect thechip's performance but might also make it

non manufacturable by producing excessive wire length, which is beyond avilatioie

resources. Consequently, a placer must perform the assignment while optimizing a number of
objectives to ensure that a circuit meets its parémce demands. Typical placement objectives

include

1 Total wire length: Minimizing the total wire length, or the sum of the length of all the wires
in the design, is the primary objective of most existing placers. This not only helps
minimize chip size, ashhence cost, but also minimizes power and delay, which are
proportional to the wirel ength (This assumes long wires have additional buffering inserted,;
all modern design flows do this.)

1 Timing: Theclockcycle of a chip is determined by the delay of its longest path, usually
referred to as the critical path. Given a performance specification, a placer must ensure that
no path exists with delay exceeding the maximum specified .delay

T Congestion: While it is necessary to minimize the total wirelength to meet the total routing
resources, it is also necessary to meet the routing resources within various local regions of
the chipbébs core area. A conuyirgsetorrd, orrmakgiton mi
impossible to complete all routes.

T Power: Power minimization typically involves distributing the locations of cell components
so as to reduce the overall power consumption, alleviate hot spots, and smooth temperature
gradients.

1 A secondary objective is placement runtime minimization.

Types of placement:
1. Standard cell placement: Standard cells have been designed in such a way that power and clock connections run

horizontally through the cell and other I/O leaves the cell from theéop or bottom sides.

In semiconductor desigstandard cellmethodology is a method of designing
applicationspecific integated circuits(ASICs) with mostly digitalogic features.
Standard cell methodology is an example of design abstraction, wherebyewébw
very-largescale integrationLS) layoutis encapsulated into an abstract logic
representation (such ag\&ND gatg Cell-based methodology the general class
to which standard cells belodg makes it possible for one designer to focus on the
high-level (logical function) aspect of digital design, while another designer focuses
on the implementation (physical) aspecdiig with semiconductor manufacturing
advances, standard cell methodology has helped designers scale ASICs from
comparatively simple singizinctionICs (of several thousand gates), to complex
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multi-million gatesystemon-a-chip (SoC) devices.

fig: A small standard cell with three metal layers.
2. Building block: cells to be placed in arbitrary shape.
Routing:

There are two types obutingin the physical design process, global routing and detailed routing.
Global routing allocatesouting resources that are used for connections. It also does track
assignment for a particular net.

Detailed routing does the actual connections. Different constraints that are to be taken care during
the routing are DRC, wire length, timing etc.
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UNIT -IV

Subsystem design:

Large systems are composed of-sybtems, known as Leé&fell .The most basic leaf cell is the
common logic gate (inverter, and, ..Etc). Structured Delligih regularityLeaf cells replicated
many times and interconnected to form slgetem. Logical and systematic approach to VLSI
design is essential.

SHIFTER:

A Shifter is most widely used for arithmetic operations. usually shifting is equivalent to
multiplication by powers of two. Shifting is required during floatpgjnt arithmeticThe shit
register is simplest shifters that can shift by one position per clock cycle.

BARREL SHIFTER:

Barrel shifter produces n output bits and accepts 2n data bits , n control signals . The Barrel shifter
shifts by transmitting a-bits slice of the 2wlata bits to the output.

Adders

The adder is probably the most studied digital circuit. There are a great many ways to perform binary
addition, each with its own area/delay tradfés. A great many tricks have been used to speed up
addition: encodingeplication of common factors and precharging are just some of them. The origins
of some of these methods are lost in the mists of antiquity. Since advanced circuits are used in
conjunction with advanced logic, we need to study some highkiel addition nethods before
covering circuits foaddition.

: pod ey 0‘:"':"'
Serial adder: A AL A A" "
f ' '
: : . K }' { MMM 'q
Serial adder may require many clock cycles to addriai WHIVLIY INS .
numbers, but with a very short cycle time. Usuttlgy can work on ;"".':""*."1’”:.':“{.-"..-"‘ ‘
nibbles or on bytes. The most extrefoen of the serial adder ishat A() ,.’ "./ A A7) l
serial adder. When current détiés are the least significant bits of th ' '1. ") ""; r'j In &
addends then a n LSB signahigh.The addends appear LSB first gy 1 I l QL_‘m ey
and can be of arbitrary lengtie end of a pair of numbers is signale ,"'.‘. IMIANIAAIT T
by the LSB bit for the next pair. -'n‘ Ly { MM 4'% ‘&1
' 4 ‘ ! " A y W
2%#‘ 4*- : ‘Jvﬁ:‘d :.-.
1N "p' '.'. } f\ ] ! \ '
‘ lk". i rdnls " w! vl
W/ 4 ) | - —
o " y | ' "
CARRY SELECT ADDER: L L
It comprises two versions of the addition A LTS DT ES L "
whose carry ins are different,then selects AW ',': PNV IV T W o | A
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ALU is a Arithmetic Logic Unit that requires Arithmetic operations and Boolean operations.
Basically arithmetic operatignare addition and subtraction. one may either multiplex between an
adder and a Boolean unit or merge the Boolean unit into the adder as in tha classic transistor
transistor logic.

e
-
r\\,c

a1

Bits from multiplier

3 I

Booth Recoder

MULTIPLIERS:

The above figure shown is booth recoded multipliése multiplier is divided into two parts
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namely, Botharray and carry propagate adder (CPA). By ascending thé irputs, the booth

array feeds the result of the multiplier is divided by the floor plan according hierarchy using an
array block and a CPBlock.

This array section of multiplier consists of 8 ranks of adders eadht$Zvide. The schematic

which can be used to represent the first rank and remaining ranks are different. A Booth decode
cell which observes-Bits of the multiplier(MIER) angrocedures the control signals used in the
array adders, can be used by both the above ranks.

A Booth multiplier for multiplying a first number with a second number to produce product thtat
has an array of array cells arranged in a plurality of rows adrachlls and is provided with input
circuitry that reduces the power consumption of the multipliers. This input circuitry includes a
plurality of Booth recoding logic cells that control signals to mulipilexers in the adder cells in the
array. the below exaple shows the booth recoded multiplier.

001011

010011

001011

001011

000000

000000

001011

0011010001

ARRAY MULTIPLIERS:

Array multipliers is a structure well suited to VLSI implementation .figure shows thdwseuaf

an array multiplier for unsigned numbers. When multiplying the multiplicand and multiplier by
hand, partial products are formed in rows and accumulate in columns, with partial products shifted

by the appropriate amount. In layout, the a bits gdigesauld be distributed with horizontal wires
since each row exactly onebiés

PARITY GENERATORS:

Parity generators is a function related to binary addition .Parity generator detects whether the
number of ones in an input word is even or odd. Ygeherator is most widely used to generate
the parity of 1€ébits or 32bit word.
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COMPARATOR:
The magnitude of two binary numbers is compared by a magnitude comparator. Basically a
comparator is build with an adder and an inverter.

Xo TN\

A<B or A>B maybe generated by logical combinations of these signals. Whenever quality
comparisons requires, XNOR gates and AND gates and all that is required.
DYNAMIC RAM:

Dynamic random-access memor¥DRAM) is a type of randoraccess memory that stores each

bit of datain a separate capacitor within an integrated circuit. The capacitor can be either charged
or discharged; these two states are taken to represent the two values of a bit, conventionally called
0 and 1. Since capacitors leak charge, the information evigna@és unless the capacitor charge

is refreshed periodically. Because of this refresh requirement, dyissanicmemory as opposed

to SRAM and othestaticmemory.

STATIC RAM:

Static random-access memorySRAM) is a type of semiconductor memory whire wordstatic
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indicates that, unlikdynamicRAM (DRAM), it does not need to be periodically refreshed, as
SRAM uses bistable latching circuitry to store each bit.

VLSI DESIGN STYLES:

VLSI Design Styles:
Full Custom

ASIC - Application-Specific Integrged Circuit

PLD, FPGA- Programmable Logic

So C- Systemon-aChip

Full Custom Design Style:

Premanufactured components with programmable interconnect wired by CAD tools
Tradeoffs

High Design Costs (huge effort!)

High NRE Cost

High Performance

Low Unit Cost (good for high volume products!)
Examples

Analog and MixeeSignal

Microprocessor
ASIC Design Style:
Predesigned (or prenanufactured) components that are assembled and wired by CAD tools.

Standard cell (prelesigned cells)

Gate array (prenanufacturedells- just add wiring)
Structured ASIC (complex function customized by wiring)
Tradeoffs

Low Design Cost

High NRE Cost (lower in Gate Array / Structured ASIC)
Medium Unit Cost

Medium Performance

Examples:

Control chip for cell phone
Graphics chips for d&top computers (e.g. nVidia, ATI)

CPLD:

As the technology surrounding programmable devices improved, new devices were developed
which combined several PLD s together on a single integrated circuit to form complex
programmable logic devices, CPLD s. Tdmncept is to have a few PLD blocks or macro cells on a
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single device with a generplirpose interconnect-petween. Basically, a CPLD consists of

several blocks, each of which is a PLD, which are connected together. I/Os of each of the PLD
blocks are comected by a global interconnect array. Each logic block contains 4 to 16 macro cells
depending on the vendor and the architecture. A macro cell on most modern CPLD s contains a
sumof-products combinatorial logic function and an optionatflgp. The conbinatorial logic

function typically supports four to 16 product terms with wideifarin other words, a macro cell
function can have many inputs, but the complexity of the logic function is limited. CPLD s are
generally best for contrebriented designdue in part to their fast pito-pin performance. The

wide fantin of their macro cells makes them wesllited to complex, higherformance state

machines. CPLD has less flexible internal architecture and the delay through a CPLD (measured in
nanosecondsy more predictable and usually shorter. The below figure shows CPLD architecture.

Interconnect
Pra— Ty Mm’: o j—- 1980, there were

programmable logic

FB FB
I devices, which had

s 8 ba—l ol FB fast _design, highly

| configurable and
reprogrammable, but
they were support
only small
functions.An FPGA have bunch of programmable logic blocks in an array with programmable
switches. FPGA s are approximately 10 times less dense.
FPGA has two levels of programmability, each logic block can be programmed individually to
perform simple logidunctions and then, switches can be programmed to implement desire logic
function. The key element in programmable logics aig8t Look Up Table (LUT), multiplexer
and flip-flop. The 3input LUT is similar to PAL, used to implement combinational orIBan
equations. FPGA s contain programmable logic components called "logic blocks", and a hierarchy
of reconfigurable interconnects that allow the blocks to be "wired togétiserhewhat like many
(changeable) logic gates that can be ged in (many) dferent configurations. Logic blocks
can be configured to perform complex combinational functions, or merely simple logic gates like
AND and XOR. In most FPGA s, the logic blocks also include memory elements, which may be
simple flip-flops or more completblocks of memory.

| FB e —* FB FPGA:
L’ J At the beginning of
% d—

66



OO0 oo oo OO Logic

Block
4
/0 Block —»[ ] " O
Ofl(m||m||(m| | S
Cf(m|||m||m| |5 e
Programming
Array Logic:
Ol ||| ||| 5 raswere
introduced in late
1970 to address
0 ||| B ||| B || |[[B ||| g specdprotier
shown by PLA
devices. A PAL is
HEl B BEITEl EE] opposite to

PROM, where
AND array is programmable but OR array is fixed. This led PAL faster than PLAedeRAL s
usually contains fliflops connected to the Gfate outputs to implement sequential circuits.
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Standard cell:

In semiconductor desigstandard cellmethodol@y is a method of designing applicatispecific
integrated circuits (ASICs) with mostly digitkdgic features. Standard cell methodology is an
example of design abstraction, whereby a-level verylargescale integration (VLSI) layout is
encapsulatechto an abstract logic representation (such as a NAND gate)b&sdld methodology

(the general class to which standard cells belong) makes it possible for one designer to focus on the
high-level (logical function) aspect of digital design, while anothesigher focuses on the
implementation (physical) aspect. Along with semiconductor manufacturing advances, standard
cell methodology has helped designers scale ASICs from comparatively simplefisiugien ICs

(of several thousand gates), to complex mmitlion gate systeron-a-chip (SoC) devices.

Application of standard cell:

2-input NAND or NOR function is sufficient to form any arbitrary boolean function set. But in

modern ASIC design, standard cell methodology is practiced with a sizeable ldrhbydries) of

cells. The library usually contains multiple implementations of the same logic function, differing in
area and speed. This variety enhances the efficiency of automated synthesis, place and route (SPR)
tools. Indirectly, it also gives theedigner greater freedom to perform implementation tradeoffs

(area vs. speed vs. power consumption.) A complete group of standard cell descriptions is
commonly called a technology library.

IC Design Steps:

Functional
Description

High - level

Specifications ~ e
Description

Placed

& Routed
Design

Gate- level
Design

Logic
Description
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UNIT -V
VHDL SYNTHESIS
1 VHDL History
The essence of tegpown design is that one starts with the specifications of a system and goes through
a process of stepy-step refinement that culminates in a completed design. A formal language can
be quite helpful in that process. Itals define and document all intermediate design steps plus the
final design, leaving no room for misinterpretation. It is possible to use a familiar programming
language for that purpose, which is sometimes actually done, but the formal specifidatiaware
usually works better with a smalled hardware description language (HDL) Many HDLs have been
developed in the past, each with its specific strengths and weaknesses. Since these were not
standardized and since the average design was less cothplexs the case nowadays, the
development and use of HDLs initially remained an academic issue. This situation has changed in
the 1980s, however. With the support of the U.S. Defense Department, experts then developed an
HDL for use in all military proje t s . This | anguage was <called VF
Hardware Description Languageo (VHSIC in turn
The language quickly also became popular for-military applications. Already for decades, there
are just two widelyused HDLs, the second one being Verilog. They can more or less be used to
describe the same things and are supported by the major vendors of ceagrdetesign tools.
Both VHDL and Verilog have been accepted as a standard by the tii=Hstitute of Electrical
and Electronics Engineers. VHDL has actually been standardized multiple times; the most important
standards date from 1987, 1993 and 2008. The differences between the standards are not relevant in
the context of the current dement which adheres to the 1993 standard. While VHDL was the
outcome of work by a large group of programmiagguage experts, Verilog was much more an ad
hoc language created for commercial product which turned out to receive wide acceptance. As such,
it has several weaknesses such as tolerating signals that were nowhere declared. For this reason,
VHDL was the language of choice for the SystenaChip Design course. Before presenting VHDL
in later sections, this document pays attention to the chip déswntiie sequence of design steps,
in the next one. Knowledge of the flow should make it easier to understand how design can be

supported by a language like VHDL.

2 The ASIC/FPGA Design Flow

One way to look at the type of electronic systems that ared=resi here, is to see them as a mere
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collection of large numbers of CMOS transistors that are interconnected in a specific way. However,
the knowledge of transistors alone is not sufficient to build these systems. Insight in the hierarchical
structuring ofthese systems is necessary for the design of both analog and digital systems. In the
digital domain, one can interconnect transistors to obtain elementary gates sueimast NAND

and a Dflipflop. These gates can be combined for building more compiets such as adders,
multipliers and registers. These units, on their turn, can be parts of processors. Multiple processors
may be required to obtain an entire data processing system on a single chip. The larger the blocks
become, the higher the levelabstraction. For each level of abstraction specific design knowledge

is required. At the highest levels of abstraction, one is hardly aware that hardware is being designed.
Only functional relations matter. Designers want to experiment with executalsiécspens to

have an idea of the complexity of the design, the bottlenecks, etc. At this stage simulations based on
a generapurpose language such as C is often used, although VHDL and specific -Bystém
description languages may be used as well Imext stage, properties of hardware, mainly the
possibility to perform calculations in parallel have to be dealt with. One should decide about the
hardware units to be used and the mapping of computations on the hardware. Two issues have to be
settled: onwhich unit will some calculation take place and when. These are the problems of
assignment and scheduling. They can either be solved manually or using architectural synthesis (also

called highlevel synthesis) tools.

‘rlnmr:-' outputs

Mext state Current state

Primary inputs

IMCIMOTY

Figare 1: Hordware model at the RT level, corresponding to a Mealy machine.

At the registeitransfer (RT) levelthe timing of a design is specified at the resolution of clock cycles:

one knows what has to happen from the moment that a register output value changes until new values
become available to update the registers in the next clock cycle. If one seega ssdestgte machine

in which the registers hold the system state, hardware at the RT level obeys the model of Figure 1.
The figure depicts a scalled Mealytype finite state machine. Combinational logic computes the

next state and outputs from the cutrstate and current inputs. At this stage logic synthesis can be
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performed to design the combinational logic that will implement the-stex¢ function. Logic
synthesis is the process of optimizing Boolean expressions and finding the best mappingias the g
available in the chosen technology. If the input description for logic synthesis is given in VHDL, the
process is called VHDL synthesis. Logic synthesis is common practice nowadays and will be covered
in detalil in later on in this document. A convertiproperty of VHDL synthesis is that the VHDL

code that can be processed by the synthesis tools, is in principle independent of the target
implementation, whether it be an applicatgpecific integrated circuit (ASIC) or a
fieldprogrammable gate arrayREA). Both type of implementations differ at the level of basic
building blocks, the scalled standard cells. All available cells are part of a library. The VHDL
synthesis tools do not need to know all details of library cells. What matters is therfalistige.g.

2-input NAND, positive edgériggered Dflipflop) and the delays associated to the propagation of

the signals through the gates. After logic synthesis, the design will consist of an interconnection of
library cells, the sealled netlist. Thaetlist needs to be processed by backend tools that are specific
for the target implementation. In the case of an ASIC, the backend tools will generate the layout of
the entire chip by placing and routing the cells (decide on where to put each celleandréehow

the wires between the cells run). The result is a specification of all masks that are needed in the IC
production process. As you probably know, the fabrication of an IC is a complex process in which
masks are used to selectively etch on siliaeposit dopants, grow oxide layers, etc. An FPGA is

an integrated circuit itself and is, therefore, produced in the same way. Its main characteristic,
however, is that its functionality is electrically programmable. Without going into the details of the
different FPGA architectures, it is sufficient to state here that they contain memories (permanent or
volatile) that determine the functionality of small logic units (combinational gates of, say, 4 inputs,

a singlebit flipflop that may be bypassed, eta$ well as the way the units are interconnected.
Changing the contents of these memories amounts to reconfiguring the FPGA to become a new
system. Backend tools for FPGAs also need to perform placement and routing. As opposed to ASICs
where additional spacfor wiring can be created by pulling cells apart, the wiring capacity in an
FPGA is fixed in advance. The routing task is therefore more difficult. The result produced by the
backend tools is a specification of the memory contents for the FPGA deviaepristotyping
environment, the backend tools will transmit the memory patterns directly to an FPGA mounted on
a board such that the design can be verified in a practical setting. Clearly, FPGAs are an ideal
platform for prototyping purposes. They are #igantly cheaper than ASICs for situations in which

the system specifications are subject to change. Once large series of a chip are needed, it becomes
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profitable to design ASICs. In ASICs the silicon area required for the same functionality is far less,
the power consumption is lower and higher operating frequencies may be possible. In the analog
domain, fewer levels of abstraction exist. One can e.g. distinguish current mirrors, amplifiers, etc.
that can be used to build a digitatanalog (D/A) convedr bit cell and combine these cells to obtain

a multibit D/A converter. In general, analog circuits are harder to design than digital circuits As all
voltage and current values matter, parasitic capacitors and resistors have to be carefully taken into
acount during design. Whereas automatic synthesis can deal with thousands or even millions of
transistors for digital circuits, the opportunities for automatic synthesis of a analog circuits are far
more limited. For this reason, analog circuits will in gaheequire fullcustom layout. This means

that the designer can fully control the shapes of the mask patterns. Composing a circuit by merely
placing and routing cells from a library is called s@mstom design. Note that the design of the
library cells hemselves, is a fultustom activity. One can look at tolewn design as a process in
which gradually more and more detail is added to a specification. The introduction of more detail
also involves the risk of the introduction of errors. This is not anly when a human person is in
charge of the design, but also when automatic synthesis tools are used. Unfortunately, the synthesis
tools themselves, which can be considerably complex, can contain bugs. For these reasons,
verification of intermediate desigstages by simulation is extremely important. An alternative to
simulation is formal verification. Simulation has the strong disadvantage that any nontrivial circuit
has too many different input patterns and too many internal states to be exhaustifiely. vdre

goal of formal verification is to reason about circuits in a mathematical way and prove that a detailed
design behaves fully according to specification. The necessity to consider all possible input
combinations is e.g. avoided in a similar wagtth mathematical proof does not need to substitute

all possible values for variables in an equation. Few commercial products for formal verification
exist, while the topic continues to receive attention from academic researchers. Such tools are not
used n this course. Given the importance of simulation in the design process and the many levels of
abstractions that exist, VHDL emerges as a powerful language because it is meant in the first place
exactly to support simulations at many levels of abstradtiom the bit level where each separate

wire carrying binary signals is distinguished, to the system level at which data types may be used
that are not directly related to hardware equivalents. Even more levels can be covered with VHDL
AMS: it allowsthe@ scr i pti on of circuits containing an
mixeds i gnal 60). A number of concepts that were pr

in the previous section, are clearly recognizable in VHDL. The most importahesé tare the
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foll owi ng: A Behavior versus structure. A bel
regardless of whether the block covers the overall design or only a part, strictly documents the
relation between the input and output signalsoésdnot say anything about the division of the block

into subblocks. If such a division exists, then we have a structural description. You should note that
a structural description not only specifies the subblocks that make up the block, but also the exact
interconnection between the various blocks. A
a block that has a structural description, can on their turn have their own structural description. This
can go on recursively until we finally come to themséntary or atomic building blocks of the design.

In this lab course, for example, these blocks are the elements from the cell library. Under different
circumstances the individual transistors might be the elementary building blocks. The recursive
division of the building blocks results in a hierarchical description of the design. A concept that is
related to hierarchy is abstraction. At a given level in the hierarchy, not all details of the underlying
levels are important. By eliminating those detailstralotion enables us to refer to the calculations

at a specific level in a meaningful way. It might be useful, for example, to express a calculation at a
certain abstraction level in integers, while at a lower level the same calculation might be described
in terms of the bits in the Dbi-downmdesign §lpsrdesgre nt at
methodology starts with a behavioral description of the overall system to be designed. The system is
then subdivided into a number of subblocks. This is dallecomposition. It results in a structural
description at the highest level while the subblocks initially get a behavioral description. These are
on their turn divided into interconnected blocks with a behavioral description each. In this way, a
completey structural description is ultimately obtained. The behavior of the blocks at higher
abstraction levels follows bottenp from the behavior of the elementary building blocks and the
structure. These concepts are illustrated in Figure 2. In Figure 2(@jlltbgcuit X is shown with

its input and output signals A through D. The first step in adtmpn design process is to divide X

into its subblocks Y and Z as given in Figure 2(b). Note that the signals on the outside of the circuit
are not affected inrey way, even though two internal signals E and F have been added. In Figure
2(c) Z is split up further into Z1 and Z2. The recursive division of the design can be reflected in a
decomposition tree as shown in Figure 2(d). The advantage of using VHDL tbeahardware
description language in a todown design methodology is that each decomposition step can be
verified immediately. This is done by simulating the description before and after decomposition
using the same input signals. This approach is aseduch as possible during this course. It should

be noted that, while simulation is a common and useful tool to verify designs, it does not provide any
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guarantee of correctness because the number of possible combinations of input patterns for circuits
is hardly manageable (except for small and trivial circuits). An alternative for verification through
simulation is formal verification, as mentioned in Section 2. Until now, it was assumed that a
decomposition step would be performed directly by the desigrean also be done, however, using

CAD tools. This is called automatic synthesis. If the tools do not

B By
¥

produce errors, then verification of the decomposition is not needed. This is called correctness by
construction. On the other hand, the compierif automatic synthesis tools is so high that some
verification of its results is still desired to obtain confidence in the quality of the design 4 VHDL
Libraries, Packages, and Entities This section presents a first set of important VHDL constructions.
They are presented in the context of a simple circuit called siso8 basebitoseBatin serialout
communication. Note: VHDL is not case sensitive (except in character and string constants). Only
lower-case letters are used in this text. As mention&kction 3, it is important to define the signals
through which a hardware unit communicates with the outside world during the design process. The
actual content of the unit, which can consist of behavior or structure, is largely independent from
those gynals. In VHDL, the specification of communication takes place through the declaration of
an entity. Figure 3 presents the declaration of the entity siso8. All information that is presented in
VHDL to a CAD system is supposed to be stored in a librarylil#&Hhries have a name that serves

as a reference to the library and its contents. The concept of libraries enables designers to organize
their design data, to make welbnsidered use of the data of others, and to store designs and
components for later as The actual design that is being worked on is normally stored in the library
work. The designer can also indicate in his VHDL code that he wants to use data from other libraries.

The siso8 circuit
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library seee;
use ieee.std_logic_1 164 all;

entity sisof iz
port (dat_in: in std_bogic vector] T downte 0);
clk: in sd Jogic;
reset: in stdJogics

req: out std Jogic;
daty put: sut sid_logic vecton7 downte O;
readdy: out sid_logic)

end sisoE;

Figure 3: The entity declaration for the 2§ a8 eircuit
uses the type definitions std logic and stddogector which are defined in the package std logic

1164 of the library ieee. In general, a package contains definitions of data types, procedures, and
functions that have been taken together for specific reasons. The package std logic 1164 defines a
ninevalued data type called std logic which has been standardized by the IEEE, and functions based
on this data type. I n addition to the fAnor mal
values that are possible for a signal of thistype ireludd 26 ( f or aimpedantsignél)at e 0
0X6 for an unknown signal and O0UO6 for an wunini
for the purposes of this document). The package std logic 1164 also defines the data type std logic
vecta that is meant for muHibit signals each of the type std logic. Multiple assignments on the same
signal (multiple fAdriverso on the same wire)
is not well defined at the moment when two or more diffex@lues are placed on a signal carrier.

This restriction is not valid for scalled resolved data types such as std logic. A resolved data type

has a resolution function that maps two or more different values of a certain type on a single value
ofthessme t ype. Suppose that a bus signal is dri ve
value 016. The resolution function will combir
combination of 616 and 0 Ohéo,wewheirc,h wanhounrtess utla a
simplest form the body of an entity declaration consists of the keyword port, followed by a
specification in parentheses of the signals that are used for the communication with the outside world.
Input signals aréndicated by the keyword in and output signals by the keyword out. In addition,
two-way communication can be indicated through the keyword in out. The isesealiatout device

siso8 has an-Bit data input called data in and a8 data output calledata out. Their data type is

std logic vector. It has two singhgt inputs of the type std logic: reset is necessary to initialize the
internal memory elements to a defined value; clk is the clock signal on the rising edge of which the
internal memory elments change their values. The device also has two siigleitputs: req is a

request signal indicating that new data should be provided to the data in input while ready signals

75



that the data out output is valid and can be read.

3.The Operation of the VHDL Simulator

Before performing VHDL simulations in practice, it is useful to have a brief look at how the VHDL
simulator works. The presentation is confined to the most important aspects, even though much more
can be said about the structure of the VHDhwdator and about simulation techniques in general.

Part of the information below has already been discussed earlier in the text. It is repeated and
expanded on here in the hope that further insight arises into the operation of the simulator. The
simulatorregards a circuit as a collection of signals and processes. Signals can change in value over
time under the impact of processes. A signal change iglalteansaction. Although hardware is
parallel by nature, it is generally simulated on a sequential machine. In one way or the other,
processes that are active simultaneously, as well as signals that can change in value simultaneously,
must be dealt withni such a way that the differences between simulation and the real world are as
small as possible. Section 5 already stated th
their bodies are evaluated once each time when one of the signalksnah@nges in value. Another
category of processes contain wait statements and no sensitivity list (the combination of wait
statements and a sensitivity list is not allowed). A process with wait statements is immediately
restarted when its entire bodyshiaeen executed, but the evaluation is stopped when a wait statement

is encountered (improperly written code, e.g. with a wait statement in a branch of an if statement that
is never selected, will lead to a process that runs forever). When a procestvs,itize simulator

has the possibility to evaluate another process. A process that has neither a sensitivity list nor a wait
statement is hardly meaningful: once activated it no longer becomes inactive and fully occupies the
simulator . Wait statementseanot synthesizable; they are mainly used in sy$éx@l hardware

models and test benches. What the simulator must do at a given moment is indicated through a list
of actions that is sorted by time. nRtdhasgnali s t h
change or a process activation at a specific time. For example, if the process that is active at moment
t=t

0

encounters the statement

a <= 0616 after 10 ns, then transaction a <= 01
t

0

+ 10 ns.
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A transaction never takes effect immediately, not even if the code does not specify any delay (for
example, through a signal assignment without the keyword after). In that case, the transaction is
placed on the event |list at moment t =t 0 + &
it allows processes that take place simultaneously to be ordered in time. This is possible because the
foll owing appl i es: of@nirfinitesimally gzl delay in simulafion s called t i o n
a delta delay. The simulation starts with the construction of the event list. All processes in the VHDL
description are placed in the right position in the list. (Most processes start at tineppéring the

rule that a minimal time of @& must occur bet we
is processed in the order of increasing time. New events that result from this are added in the event
list at the right position. The simuiah is ended when the event list becomes empty, when the
simulation is forced to be terminated by the initiative of the user or by an error. Using an event list
saves computation time. Processes are evaluated only when necessary. This method is called the
eventdriven simulation technique. It is used in one way or other by practically all digital simulator

Towards Designing IP Blocks: Parameterizable Components and Test Interface

Designing systems on chip (SoCs) is only feasible by the availability-calk IP blocks. IP

stands for intellectual property and refers to the result of a design activity which has not necessarily
materialized but consists of a collection of, for example, VHDL files. These files represent some
economic value. Hence the naiei nt el | ect ual propertyo. I n or
complexity in IC design, it is becoming more and more common practice that different parties
concentrate on the design of standard components with adefeled interface such as a
microprocessorl DMA (direct memory access) unit, a USB (universal serial bus) interface, etc. The
SoC designer has then a relatively easy task to integrate the different components. A desirable
property of IP blocks is parameterizability. Examples of parameters amgidhies of data and

address buses, the size of available memory, etc. In this way, the same component can be reused in
different contexts without the need to rewrite the VHDL code (supposing that the block has been
designed in VHDL). The parameters sholdd given a value at the moment of component
instantiation. An important issue in IC design is testability. As a consequence of the delicate
manufacturing process which is e.g. sensitive to dust particles, alignment of masks, etc., ICs that
have been proded, are not guaranteed to function. Each IC needs to be tested before being shipped
to the customer. Testing an IC becomes significantly easier if testing is taken into account during the

design of the IC; this is called design for testability (DFT). Déf¢ DFT strategies exist. If one
77



agrees on one of these for all IP blocks, it becomes easier to combine them at the level of the SoC.
Figure presents a new entity for the SISO example: siso gen. With respect to the entity siso8 (see
Figure 3), it can beeen that the declaration not only contains I/O signals indicated by the keyword
port but also parameters indicated by the keyword generic. The only declared parameter is actually
word length: it indicates the number of bits in the input and output weattdsird and data out. The

generic parameter shows up in the port declaration and can also be used anywhere in an architecture
declaration associated with the entity siso gen. The entity has provisions to include a scan chain.
Although the topic is outsidén¢ scope of this document, the schain principle will be shortly
explained here. A scan chain is a DFT strategy. Changing the value a control signal, called scan shift
in this example, from 606 to 61aem)ipashifsregesterl] f | i
In this mode, at each new rising edge of the clock, the flip flops copy the value of their predecessors
in the chain rather than the intended value for normal (functional) operation. The input and output of
this shift register araccessible from outside the block: they are called here scan in and scan out
respectively. The scan chain makes it possible to bring the hardware into a defined state using the
shift mode. In this way, one can easily provide a test pattern at the ifiglitsmmbinational logic

in the design. Once the test pattern has been loaded, one executes one clock cycle in normal mode
(making scan shift 6006). This captures the res
response can be shifted aifithe circuit while a new test pattern gets loaded. Faulty ICs can then be
detected by comparing the measured response with the expected one. Generic parameters can receive
a value when a component is instantiated in a structural architecture. An exastgen in Figure

13. The test bench consists of two components which both have a generic parameter word length.
The parameter receives a value using the generic map construct which has a similar syntax as the
port map construct that it precedes. In #ample, the test bench itself has a generic word length
which it passes down to its sub blocks. Note also that thedegir controller component tvc siso

gen has two more generics for the input and output files. These generics are not mapped at the
moment of instantiation, which is allowed because default values have been provided for them.

TEST AND TESTABILITY

VHDL Design Flow(circuit design flow)

This tutorial is intended to provide you with an introduction to the tools that you will be using
through the term. This tutorial will guide you through the design flow of a digital system, from its
modeling in a hardware description language (VHDL) to its implementation in an FPGA. While this

tutorial attempts to expose you to the most common feabfithe tools, it will not demonstrate
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all. Once completing the tutorial you are encouraged to explore the capabilities of the tools. The
more familiar you are with your design environment, the more productive you will be.
Lab Overview

When you finistthis lab you will know how to:

a Create a VHDL design and verify its synt
a4 Create a test bench wavefor m.

a4 Synthesize and i mplement your design.

a Perform -place lara voute simailbtions of gour glesigrt.

a Cr e at eati@ bicsoearh forqauRPGA.

Background VHDL Design Flow

STEP 1- Design Entry

The first step in the design process is to input your design into a maehutable format. To do

this you will use a Computer Aided Design (CAD) tool. In CMPE 480 wilé wge Xilinx
Foundation. A typical CAD tool supports many design entry methods, such as a schematic capture,
HDL entry (VHDL/Verilog) or a component net list. In this course, all the designs are captured using
VHDL.

STEP 2 Functional Simulation

Oncea design has been captured, the next step is to simulate it. This is done to ensure that the design
will meet the requirements of its specification. The first type of simulation that is performed is a
Functional Simulation. This is also referred to @&ehavioral simulation in Xilinx Foundation. A
behavioral simulation is used to verify that logical behavior of the circuit. It is very important to
realize that simulations of this type DO NOT contain any physical implementation details, which
means lat they DO NOT include any timing related information. Designs that pass a functional
simulation are on their way to being realizable in hardware, but will not necessarily work as
expected. It is also very important to realize that some statemevikdDh are not synthesizable

and therefore included for simulation purposes only. Consider the following example: Z <= A and
B after2ns; The after statement is an arbitrary delaycrahot be realized in hardware, thus it is
not synthesizable. Isiincluded to model expected delays in a behavioral simulation.

STEP 3- Synthesis

During synthesis, the CAD tool will interpret your VHDL design information and infer standard
building blocks to implement your design (registers ,multiplexers, [o¢kboles, adders, etc.).

Subtle differences in your VHDL description can result in different hardware being inferred at this
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stage. Different hardware inferences will result in variances in system performance.

STEP 41 Implementation

The Xilinx implementation process takes your design through the TRANSLATE, MAP, and
PLACE AND ROUTE sukprocesses. The TRANSLATE process convert the net list generated
from the synthesis process, in to a form specific to the target device. The MAP process translates
the standard building blocks into the specific resources available in the target hardware. The PLACE
& ROUTE process picks up where the MAP process leaves off by allocating specific resources
(placing) and interconnecting (routing) the placed desigriheé®nd of this process you can perform

a postplace and route simulation. This is the most accurate simulation available through the Xilinx
toolset. It will give you an indication of what to expect of your design once it is actually implemented.
STEP 51 Device Configuration

After the design has been verified, a binary hardware configuration file is generated (bit stream).
This file is then downloaded into the FPGA via the JTAG interface. Pa&etting Started In this

tutorial you will create an-8it up/down counter using VHDL as the design entry. Your design will

be synthesized and a bit stream file will be generated. The bit stream will be used to configure an
FPGA in a Digi lab board. You will be able to interact with your counter throughresiend push

buttons to control its operation. The countl\w# shown in a set of-3egment displays in a D210
board. Starting Xilinx Foundation Double click on the Project Navigator shortcut icon on the
desktop, or select: Start YPrograms YXilinx
A projectis a collection of all files necessary to create and to download a design to a selected FPGA.
We will begin by creating a new project:

1. Select File YNew Project to open the new pr
2. Select a meaningful name for the project. A dingcof the same name will be

created in the path shown in the Project Location.

3. Select HDL as the Tejpevel Module Type, and click NEXT.

4. Fill in the properties as shown below
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New Project @

Select the Device and Design Fow for the Project

In CMPE 480 we use a Spartan || XC2S20Q2086 FPGA. Our synthesitool will be XST. We

use Model Sim as our simulator and we will use VHDL as our simulation language. Remember
those settings, because every project you create in this class will have the same settings.

5. Click Next to proceed to the Create New $eutialogbox. We will fill this dialog box in the next
section of the tutorial. Creating a VHDL Source A block diagram ofuijdown counter is
illustrated below. It has five inputs: CLOCK, DIRECTION, LOAD, RESET and COUNT_IN. The
direction of the up/den counter is indicated by the DIRECTION input (O = down, 1 = up). The
LOAD input sets the count to the value that appears in-thiet®is COUNT _IN. When the RESET

i nput is 0616, the ebivhunautpuicalledGOUNTL @QUT,0ndi shdws r e

the current count.

sl COUNT_IN(7:0)

—*{ LOAD

——>] DIRECTION
——! RESET
—> cLock

COUNT_OUT(7:0) [l

Now we will generate a VHDL module where we will model the behaviour of the up/down counter.

1. Click on the New Source button in the Create New Source dialog box.

Property Name | Value
Device Famiy spatanz K2
Device xc2s200
Package pq208
Speed Grade l-E
Top-Level Module Type HDL
Synthesis Tool XST (VHDL Verilog)
Simulator Modelsim
Generated Simulation Language VHDL
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2. Select VHDL Module as the source type.

3. Enter couter as the file name.

4. Verify that the Add to project checkbox is selected, and then click NEXT.

5. Define the ports of your VHDL module in the Define VHDL Source dialog box.

In the Port Name column, enter the port names: CLOCK, RESET, DIRECTIOMADL
COUNT_IN, and COUNT_OUT. In the Direction column indicate whether each port is an input,
output or in out. The only output is COUNT_OUT, all the other ports are inputs. Because COUNT
_OUT and COUNT_IN are-8it buses, select 7in the MSB (Most Sfgrant Bit) column, and 0Oin

the LSB (Least Significant Bit) column of each of these ports.

Your table should look similar to this:

Define VHDL Source

Entity Name jcounter

Architecture Name |Behavioral

Port Name |  Direction MSB | LSB ~
CLOCK in
RESET in
DIRECTION in
LOAD in
COUNT_IN in 7 0
COUNT_OUT out 7 0

6. Click NEXT in the dialog box and then click Finish in the next one to conclude the declaration of
your module.

7. Click NEXT in the New Project Wizard dialog box.

8. The dialog box that you see now allows you to add existing files to the project. This is useful
when some previously built modules are to be reused. Since this is not our case, just click on Next,
verify your project specifications and if everything is correct click on Finish. If necessary, click on
the Back button to correct some of the project specifications. Notice that Xilinx has created a new
VHDL file using a standard template and the infation entered in the New Source Wizard. Some

standard libraries have been included your entity has been defined and your architecture has been
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declared. By this time, the VHDL module should look like this:
Vhdl simulation

Tes tbench

A Anal oitgl simuation di g

A VHDL for simulation

T Simple simulation example

T wait in process for simulations

T Delaying signals ( after, ‘delayed)

T Text /O

T Reporting-assert

I Advanced simulation example

T Recommended directory structure and example of

Make file for Model Sim

I The free simulator GHDL

Instantiate the design under test (DUT) into the so called testbench
All signals to the DUT are driven by the testbench, all outputs of the
DUT are read by the testbench and if possible analyzed

testbench — DUT [—

Some subsetfa@ll signals at all hierarchy levels can be shown as a
waveform

The simulation is made many times at different design stages
functional, after the synthesis, after the placing and routing,
sometimes together with the other chips on the board

Many VHDL constructs used in a testbench can not be synthesized,

or are just ignored when trying to make a synthesis
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Analog vs. digital simulation
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Simple test bench example

entity tb pr
end tb procl

architecture
component pr
port (

clk

rst n

en n

d

q
end componen

signal rst n
signal d

signal en n
signal gq
signal clk

Initial value — only in simulations!

ocl is
. +<— no ports

tb of tb procl is
ocl is ~
in std_logic; ——
in std logic; > %
in std logic; C
in std_logir:; 8_
out std_leogic); E
t; ~ e
o
std_logic;
std_logic;
std_logic;
std_logic;
std_logic:= '1';

declaration

clock signal
begin
clk <= not clk after 50 ns;
rst n <= '1l' after 0 ns,
'0' after 300 ns, .
'l' after 400 ns; =
=
d <= '0' after 0 ns, TE
'1' after 300 ns,
'0" after 600 ns;
en n <= '0'; v
ul: procl
port map(
etk =>clk, | Component
rst n => rst n, . . g
enn =>enn, | INstantiation
d  =d,
q => q);
end;
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proces

begin
wait
;ait
;ait
wait
;ait
;ait
;ait

end pr

wait for simulations

S *—— no sensitivity list

on clk; () wait until clk'event;

> until event on any signal in the list
on clk, reset;

until clk'event and clk='1'; edge detection

until d(0)='1" :,>‘ boolean expression

for 20 ns; time

until d(4)='0"' for 200 ns;
\.\_\\\
until the boolean \ but not more than the

’ wpression is TRUE time

ocess; for ever, suspend the process
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Delaying signals

« There are two possible delay models: inertial (if not
specified) and transport

* Inthe inertial model the pulses with width below the delay
are rejected, but the width can be specified independently with
reject

constant T : time := 2 ns;
Examples:

d(0) <= transport pulse after 2.5*T;
d(1) <= pulse after 2.5%T;
optional
SIGNAL after TIME d(2) <= reject 1.25*T inertial pulse after 2.5*T;

d(3) <= pulse'delayed(2.5*T); -- uses transport model
inertial SIGNAL after TIME <:> reject TIME inertial SIGNAL after TIME

T 25T 2T 3T
pulse 1 : 1 r— -
transport |—| ] 1 d(0)
inertial 1 d(1)
reject 1 1L 4d(2)
'delayed 1 d(3)
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Text out in VHDL simulation (example)

use std.textio.all; e paCkage tO work
use IEEE.std logic_textio.all; With text files —— addr(7:0)

“ e — clk
file outfile wr : TEXT open write mode is "dm.log";

signal timecnt : Integer; ; = din(15:0)
~_counter (timer), not o
Process (clk) Shown here we
variable outline : line;
begin
if clk'event and clk='l' then
if WE = '1l' then )

WRITE (outline, timecnt);

WRITE (outline, string' (" 0x")); : : .
hwrite (outline, sddr);: logging in a te?(t file of
WRITE (outline, string' (" 0x")); | all memory writes
hwrite(outline, din);

WRITELINE (outfile wr, outline); 0x00 0x0123

0x01 0x0000

d if;
o g 0x01 0x0000
’ 0x02 0x2000
end process;

0x03 0x3000
0x04 0x0000
0xFF O0xO0FF

end;

oon & WwhEHEOo



process
variable
variable
variable
variable
variable
begin

if e

end

if s

end

Text in (example)

# we oe addr
s : line; 0 0 XXMXXXXX # nothing
goodw, gooda, goode : Boolean; 0 1 00000000 # read from addr 0
addrv : std logic_vector(addr'range) ; 1 1 00000000 # write to addr 0
wev : std_logic; 1 0 00000001 # write to addr 1
oev : std_logic; 1 1 0X000001 # write to undef addr
1 1 00000010 # write to addr 2
ndfile (infile) then 1 1 00000011 # write to addr 3
wait; -- stop reading 1 1 00000100 # write to addr 4
if; Sk")lhe 1 1 11111111 # write to addr FF
readline (infile, s); - . 0 1 00000000 # read from addr 0
(s'low) /= '#' then commentlines 5 1 90000001 # read from addr 1
read (s, wev, goodw); . 0 1 00000010 # read from addr 2
read (s, oev, goode); }ﬁngag OFHYIH 0 1 00000011 # read from addr 3
read(s, addrv, gooda) ;) variables! 0 1 00000100 # read from addr 4
if gooda and goodw and goode then 1 1 00000001 # write to addr 1
addr <= addrv; . 0 1 00000001 # read from addr 1
we <= wev; } copy to signals 0 - 00000001 # read from addr 1
oe <= oev; 0 0 00000001 # read from addr 1
wait until falling_ edge (eclk); X 0 00000001 # ? from addr 1
else 0 1 00000001 # read from addr 1
wait; -- stop reading 0 1 11111111 # read from addr 1
end if; el Ll L L L L L
if; addr --{00 ) N £ | (3 ) (E] |FF Joo ) [ (02 | CE] Joa o1
ess; we 1 1L

end proc

oe _ | |
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Reporting in VHDL simulations —
assert

function is_l_cr_f.'l (src : std logic_vector) return boolean is
begin Check if all
for i in sre'range loop .
if sre(i) /= '0' and sre(i) /= 'l' then return false; end if; bItS are gOOd:
end loop; '1'or '0"

return true;
end is_1 or_0;

ram proc: process (clk)

Condition; if not fulfilled, the message after

begin . .
... report will be printed
if we = '1l' then
== synthesis off
assert is_l_or_ (addr)

report "Attempt to write with undefined address”

ity WARNING, +—uw == i iti i
severity In the simulator it is possible to

-- synthesis on

mem_data (conv_integer (addr) )<= din; mask/show the messages or to break

the simulation, depending on the
severity (NOTE, WARNING, ERROR,
FAILURE)

The syf{thesis tools generally
ignore the assert, but this can

be specified explicitly
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Simulation of the registerfile(2)

type rftype is array(0 to 2**Na-1) of

std logic_vector (Nd-1 downto

. two dimensional array type

signal din : std logic wvector (Nd-1 downto 0); ) .
signal waddr : std:logic:vector (Na-1 downto 0); a” S|gna|3 N the tBStbenCh
signal raddra: std_logic_vector (Na-1 downto 0); /
signal raddrb: std_logic_vector (Na-1 downto 0);
signal rdata std logic wvector (Nd-1 downto 0); .
signal rdatb std:logic:vector (Nd-1 downto 0); Store here the ertten data
signal rst n std logic; H
sional el . ot d:logic:= e in order to compare later
signal we std_logic; process
begin variable rfile : rftype;
clk <= not clk after 50 ns; begin
rf: reg_file rst n <= '0';
generic map (Na => NE, IEdEI‘E <= (others => '0');
Nd => Nd) raddrb <= (others => '0'); reset
port map ( wait until falling edge(clk);
(elk => clk, wait until falling edge (clk);
g rst_n => rst_n, rst n <= '1': -
o we => we, we z= 1Y
0 waddr => waddr, Wr|te for i in rftype'range loop
aj< din => din, waddr <= conv_std logic_vector (i, waddr'length) ;
o ﬂ::i: => ﬂ:grz; some din <= conv_std logic_vector(i + 16%(i+1),
o | ra => raddrh, i din'length) ;
£ | rdata  => rdata, S|mple wait until falling_egge (elk) ;
\_rdatb => Id&tb] i pattern rfile(i) := din;
end loop;
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Simulation of the registerfile(3)

we <= '0";

rfile(5) := (others => '0"); -- emulate error, delete later

for i in rftype'range loop

check_read(clk, rdata, rfile(i));
end loop;
for i in rftype'range loop

check_read(clk, rdatb, rfile(i));
end loop;
¢ wait until falling edge (clk);
rst n <= '0';

read & compare

— for i in rftype'range loop
%{ rfile(i) := (others => "'0');
E end loop;

wait until falling_edge(clk):
“rst n <= '1l";

E for i in rftype'range loop
[+ raddra <= conv_std logic_vector(i, raddra'length);
E% check read(clk, rdata, rfile(i)):;
o end loop;
Lol for i in rftype'range loop
o raddrb <= conv_std logic_vector(i, raddrb'length);
}% check_read[clk, rdatbh, rfile(i)) ;
1] end loop;
[
wait;
end process;
end;

raddra <= conv_std logic_vector(i, raddra'length);

raddrb <= conv_std logic_vector (i, raddrb'length);

Read all from port A,
then from port B, the
procedure

check read waits for
one clock period and
reports any errors
observed.

Read again after the
reset to check if all
registers are cleared.
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Free VHDL simulator — GHDL
(example) ghd

gtkwave
Analyze the source file(s):

ghdl -a <design>.vhd options to use the
Analyze the testbench file(s): ™S std logic arith
ghdl -a <design> tb.vhd --ieee=synopsys

. -fexplicit
Generate executable file: —
ghdl -e <design> tb Value Change
Run the simulation: / Dump (VCD)

ghdl -r <design> tb --vcd=<design> tb.vcd
--stop-time=3us
View the waveform:
gtkwave <design> tb.vcd
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Functional simulation — directory

structure

« Store the project files in a clear structure

» Do not mix your sources with any other files created by some
simulation or synthesis tool

* Try to use scripts or Makefile(s), instead of GUI

This is only an example! It will be extended later

<project directory>

——sIM _ contains all testbench sources of the project
| ——sSRC

| ——functional| Created by the Make script to store

| L work the compiled ModelSim libraries
L—SRC

contains all source files of the project
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Functional simulation - example
of ModelSim Makefile

# The top level design name

design=cnt3

# The source file(s), the last is the top

src_files=../SRC/my_and.vhd ../SRC/my_or.vhd ../SRC/cnt2bit.vhd ../SRC/$ (design) .vhd
# The testbench file(s), the last is the top

testbench=./SRC/clk _gen.vhd ./SRC/$(design)_tb.vhd

# Compile the sources for functional simulation

functional: §(src_files)

v1ib $@ For larger designs use a
vcom -quiet -93 -work $@ $(src_files) — . .
# Functional Simulation Separate Complle SCI‘Ipt

simfun: $(testbench) functional
vmap libdut functional
rm -rf work
wvlib work
veom -quiet -93 -work work $ (testbench)
wvsim 'work.$(design}_th' =t lns -do 'wave_fun.dn'
# Clean all library directories
clean:
rm -rf functional work modelsim.ini transcript vsim.wlf
.PHONY: simfun clean
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Free VHDL simulator — GHDL
(example) ghd

gtkwave

Analyze the source file(s):

ghdl -a <design>.vhd _
~_ options to use the

std logic arith

Analyze the testbench file(s):
ghdl -a <design>_ tb.vhd --ieee=synopsys

. -fexplicit
 Generate executable file: o
ghdl -e <design> tb Value Change
e Run the simulation: / Dump (VCD)

ghdl -r <design> tb --vcd=<design> tb.vecd
--stop-time=3us

View the waveform:
gtkwave <design> tb.vcd

Built-in-self test:
Built-In-SeltTest is used to make faster, lesgpensiventegrated circuitmanufacturing tests. The
IC has a function that verifies all or a portion of the internattionality of the IC.

A built-in self-test(BIST) or built -in test (BIT) is a mechanism that permits a machine to test
itself. Engineers design BISTs to meet requirements such as:

1 highreliability
1 lowerrepair cycle times

or constraints such as:

1 limited technician accessibility
T cost of testing during manufacture

The main purposef BIST is to reduce the complexity, and thereby decrease the cost and reduce
reliance upon external (pattepnogrammed) test equipment. BIST reduces cost in two ways:

1. reduces testycle duration
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2. Reduces the complexity of the test/probe setup, by reducingithber of I/O signals that

must be driven/examined under tester control.

PRSG:
Linear Feedback Shift Register
Shift register with input taken from XOR of state

pseudeRandom sequence generator.

CLK T T ]
»D £ QI0] b & Q[1] b g Q[2]
(V8 Lo L

st
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