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UNIT  - I  

 

INTRODUCTION  TO IC TECHNOLOGY  
 

The growth of electronics started with invention of vaccum tubes and associated 

electronic circuits. This activity termed as vaccum tube electronics, subsequently the evolution of 

solid state devices and consequent development of integrated circuits are responsible for the 

present status of communication, computing and instrumentation. 

¶ The first vaccum tube diode was invented by john ambrase fleming in 1904. 
 

¶ The vaccum triode was invented by lee de forest in 1906. 
 

In 1947 the first point contact transistor was invented by john barden and walter H. Brattain  

at bell laboratories. Vaccum tubes ruled in first half of 20
th 

century with large expensive, power- 

hungry, unreliable. Invention of transistor is the driving factor of growth if  the VLSI  technology. 
 

Integrated circuit  

It is a circuit where all discrete components such as passive as well as active elements are 

fabricated on a single crystal chip. 

¶ The first semiconductor chip held two transistors each. 
 

¶ The first integrated circuits hels only a few devices, perhaps as many as ten diodes, 

transistors, resistors, and capacitors, making it possible to fabricate one or more logic 

gates on a single device. 

As  on  increasing  the  number  of  components(or  transistors)  per  integrated  circuit  the 

technology was developed as 

Small scale integration(SSI) The technology was developed by integrating the number of 

transistors of 1-100 on a single chip. Ex: Gates,flip-flops,op-amps. 

Medium scale integration(MSI)  The technology was developed by integrating the number of 

transistors of 100-1000 on a single chip. Ex:Counters,MUX, adders, 4-bit microprocessors. 

Large scale integration(LSI)  The technology was developed by integrating the number of 

transistors of 1000-10000 on a single chip. Ex:8-bit microprocessors,ROM,RAM. 

Very large scale integration(VLSI)  The technology was developed by integrating the number 

of transistors of 10000-1Million on a single chip. Ex:16-32 bit microprocessors peripherals, 

complimentary high MOS. 

Ult ra large scale integration(ULSI)  The technology was developed by integrating the number 

of transistors of 1Million-10 Millions on a single chip. Ex: special purpose processors. 
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Giant scale integration(GSI) The technology was developed by integrating the number of 

transistors of above 10 Millions on a single chip. Ex:Embedded system, system on chip. 

Very large scale integration(VLSI)  vlsi is the process of created integrated circuits by 

combining thousands of transistors into a single chip. VLSI  begins in the 1970ôs when complex 

semiconductor and communication technologies were being developed. The microprocessor is a 

VLSI  device. 

Uses of VLSI  

¶ Simplicity of operataion. 
 

¶ Occupies a relatively smaller silicon area. 
 

¶ Manufacturing process is simple requires fewer processing steps. 
 

¶ High component density(i.e., microprocessors and microcontrollers are constructed). 
 

¶ VLSI systems are high performance and cost effective systems. 
 

¶ Consume less power than discrete components. 
 

¶ Smaller in size. 
 

¶ Easier to design and manufacture. 
 

¶ Higher reliability. 
 

¶ High operating speed. 
 

¶ Design flexibility.  
 

¶ High productivity. 
 

¶ Higher functionality. 
 

¶ Design security. 
 

VLSI  chips are widely used in various branches of engineering like 
 

¶ Digital signal processing. 
 

¶ Multimedia information systems-INTERNET 
 

¶ Voice and data communication networks. 
 

¶ Wireless LAN 
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¶ Reconfigurable computing. 
 

¶ Bluetooth 
 

¶ Sonnet. 
 

¶ Bus interface via PCI,USB. 
 

¶ Commercial electronics: TV sets, DVD. 
 

¶ Computers and computer graphics. 
 

¶ Automobiles,toys. 
 

¶ Medicine: Hearing aids, implalnts for human body. 
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Mooreôs Law 
 

Å In 1965, Gordon Moore, an industry pioneer, predicted that the number of transistors 

on a chip doubled every 18to 24 months. 
Å He also predict that semiconductor technology will double its effectiveness every 18 

months 
Å Many other factors also grow exponentially those are 
ï clock frequency 
ï processor performance 

 
Increase  in  Transistor  Countooreôs  Law:  Number  of  transistors  of  a  chip  doubles 

every1.5 to2 years 
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Transistor 

A transistor is a semiconductor device used to amplify and switch electronic signals and 

power. It is composed of a semiconductor material with atleast three terminals for connection to 

an external circuit. A voltage or current applied to one pair of the transistorôs terminals changes 

the current flowing through another pair of terminals. Because the controlled (output) power can 

be much more than the controlling (input) power, a transistor can amplify a signal. Today, some 

transistors are packaged individually, but many more are found embedded in integrated circuits. 

Transistors are mainly of two types bipolar transistors and field effect transistors. 
 

Bipolar  transistor (BJT) 

¶ The bipolar transistor(BJT) is a three terminal device consisting of either twon n- and one 

p-type layers of material called npn transisitor or two p- and one n-type layers of material 

called pnp transistor. 
 

 
 

 

¶ Bipolar transistors  are  so  named  because  the  controlled  current  must  go through 

two types of semiconductor material: P and N. The current consists of both electron 

and hole flow, in different parts of the transistor.BJT is a current controlled device. 

¶ The base current of BJT controls the emitter current and thereby collector current. 
 

¶ The functional difference between a PNP transistor and an NPN transistor is the proper 

biasing (polarity) of the junctions when operating. For any given state of operation, the 

current directions and voltage polarities for each kind of transistor are exactly opposite 

each other. 

¶ Transistors function as current regulators by allowing a small current to control a larger 

current. The amount of current allowed between collector and emitter is primarily 

determined by the amount of current moving between base and emitter. 
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¶ In order for a transistor to properly function as a current regulator, the controlling (base) 

current and the controlled (collector) currents must be going in the proper directions: 

meshing additively at the emitter and going against the emitter arrow symbol. 

Field effect transistor(FET)  

¶ The field-effect transistor(FET) is a three terminal unipolar device depending only either 

electron(n-channel) or hole (p-channel) conduction. 

¶ FETôs are more temperature stable than BJTôs, and FETôs are usually smaller than 

BJTôs, making them particularly useful in integrated-circuit(IC) chips. 

¶ There are three types of FETôs are available mainly junction field effect transistor(JFET)

 

 

¶ ,Metal semiconductor field-effect transistor(MESFET). 
 

 
 

¶ Metal-oxide-semiconductor field-effect transistor(MOSFET) 
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¶ The MOSFET transistor has become one of the most important devices used in the design 

and construction of integrated circuits. Its thermal stability and other general characteristics 

make it extremely popular in computer circuit design. 

¶ The basic principle of the MOSFET is that the source-to-drain current(SD current) is 

controlled by the gate voltage, or better, by the gate electric field. The electric field 

indices charge (field effect) in tahe semiconductor at the semiconductor ïoxide interface. 

¶ Thus the MOSFET is a voltage-controlled current source. 
 

Basic MOS transistors with the doping concentration of transistor two types of 

MOS transistors are available as NMOS transistor and PMOS transistor. With their mode 

of operation further they are classified as depletion mode transistor and enhancement 

mode transistor. 

NMOS enhancement mode transistor 

nMOS devices are formed in a p-type substrate of moderate doping level. The 

source and drain regions are formed by diffusing n-type impurities through suitable 

masks into these areas. Thus source and drain are isolated from one another by two 

diodes and their Connections are made by a deposited metal layer. The basic block 

diagrams of nMOS enhancement mode transistor is shown in figure. 
 

 
 

 

If  the gate terminal is connected to a positive voltage(a minimum voltage level of 

threshold voltage) with respect to the source, then the electric field established between 

the gate and the substrate which gives a charge inversion region in the substrate under the 

gate insulation and a conduction path or channel is formed between source and drain, 

but no current flows between source and drain(Vds=0) . 

¶ When current flows in the channel by applying a voltage Vds between source and 

drain there must bea voltage(IR) drop = Vds along the channel. 
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¶ This results that the voltage between gate and channel varying with distance 

along the channel with the voltage being a maximum of Vgs at the source end. 

The effective gate voltage is Vg = Vgs - Vt . 

¶ To invert the channel at the drain end there will  be voltage is available upto when 

Vgs-Vt > Vds. 

¶ For all voltages Vds < Vgs - Vt  the device is in the non-satrurated region. 
 

 
 

¶ When Vds is increased to a level greater than Vgs - Vt,, if  the voltage drop = Vgs - 

Vt takes place over less than the whole length of the channel near the drain, there 

is insufficient electric field available to give rise to an inversion layer to create 

the channel. Then the voltage is called ópinch-offô voltage. 

¶ 
 

¶ At this stage the diffusion current completes the path from source to drain and the 

channel exhibits a high resistance and behave as constant current source, This 

region is known as ósaturationô region. 

 

 

nMOS depletion mode transistor 

The basic block diagram of nMOS depletion mode transistor is shown in 

figure. In depletion mode transistor the channel is established even the voltage Vgs = 0 

by implanting suitable impurities in the region between source and drain during 

manufacture and prior to depositing the insulation and the gate. 
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At this stage the source and drain are connected by a conducting channel, but the channel 

may now be closed by applying a suitable negative voltage to the gate. In both 

enhancement and depletion mode cases, variations of the gate voltage allow control of 

any current flow between source and drain. 

nMOS FABRICATION  

fabrication is the process to create the devices and wires on a single silicon chip. 

 

 

¶ The process starts with a silicon substrate of high purity into which the required 

p-impurities are introduced. 
 

 
 

 

¶ A layer of silicon dioxide(sio2) is grown all over the surface of the wafer to 

protect the surface and acts as a barrier to dopants during processing and provide 

a generally insulating substrate onto which other layers may be deposited and 

patterned. 
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¶ The surface is now covered with a photoresist which is deposited onto the wafer 

and spun to achieve an even distribution of the required 

 

 

 

 

 

 
 

thickness. 
 

¶ The photoresist layer is then exposed to ultraviolet light through a mask which 

defines those regions into which diffusion is to take place together with transistor 

channels. 

 

 

 

 
 

¶ These areas are subsequently readily etched away together with the 

underlying silicon dioxide so that the wafer surface is exposed in the 

window defined by the mask. 
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¶ The remaining photoresist is removed and a thin layer of sio2 is grown 

over the entire chip surface and then polysilicon is deposited on top of this 

to form the gate structure. 

 

 

 

 
 

¶ The polysilicon layer consists of heavily doped polysilicon deposited by 

chemical vapour deposition(CVD), 
 

 
 

¶ Further photoresist coating and masking allows the polysilicon to be 

patterned and then the thin oxide is removed to exposed areas into which 

n-type impurities are to be diffused to form the source and drain. 
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¶ Diffusion is achieved by heating the wafer to a high temperature and 

passing a gas containing the desired n-type impurity over the surface. 
 

 
 

¶ Thick oxide (sio2) is grown over all again and is then masked with 

photoresist and etched to expose selected aareas of the polysilicon gate 

and the drain and source areas where connections area to be made. 
 

 
 

¶ The whoke chip then has metal deposited over the surface to a thickness 

typically of 1µm. This metal layer is then masked and etched to form the 

required interconnection pattern. 

CMOS fabrication  

Å CMOS Technology depends on using both N-Type and P-Type devices on the same chip. 
 

Å The two main technologies to do this task are: 
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Å P-Well (Will discuss the process steps involved with this technology) 
 

Å The substrate is N-Type. The N-Channel device is built into a P-Type well 

within the parent N-Type substrate. The P-channel device is built directly 

on the substrate. 

Å N-Well 
 

Å The substrate is P-Type. The N-channel device is built directly on the 

substrate, while the P-channel device is built into a N-type well within the 

parent P-Type substrate. 

Å Two more advanced technologies to do this task are: 
 

Becoming  more  popular  for  sub-micron  geometries  where  device  performance  and 

density must be pushed beyond the limits of the conventional p & n-well CMOS processes. 

Å Twin Tub 
 

Å Both an N-Well and a P-Well are manufactured on a lightly doped N-type 

substrate. 

Å Silicon-on-Insulator (SOI) CMOS Process 
 

Å SOI allows the creation of independent, completely isolated nMOS and 

pMOS transistors virtually side-by-side on an insulating substrate. 

The simplified process sequence for the fabrication of CMOS integrated circuits on a p- type 

silicon substrate is shown. 

Å The process starts with the creation of the n-well regions for pMOS transistors, by 

impurity implantation into the substrate. 

Å Then, a thick oxide is grown in the regions surrounding the nMOS and pMOS 

active regions. 

Å The  thin  gate  oxide  is  subsequently  grown  on  the  surface  through  thermal 

oxidation. 

Å These steps are followed by the creation of n+ and p+ regions (source, drain and 

channel-stop implants). 

Å Finally the metallization is created (creation of metal interconnects). 
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n-w ell process 
 

Å The  n-well  CMOS  process  starts  with  a  moderately  doped  (impurity  concentration 

~10
16

/cm
3
) p-type silicon substrate. Then, an initial thick ñfieldò oxide layer (5000A) is 

grown on the entire surface. 

Å The first lithographic mask defines the n-well region. Donor atoms, usually phosphorus, 

are implanted through this window in the oxide. Once the n-well is created, the active 

areas of the nMOS and pMOS transistors can be defined. 

Å Following the creation of the n-well region, a thick field oxide is grown around the 

transistor active regions, and a thin gate oxide (25A) is grown on top of the active regions 

Å The polysilicon layer (3000A) is deposited using chemical vapor deposition (CVD) and 

patterned by dry plasma etching. The created polysilicon lines will  function as the gate 

electrodes of the nMOS and the pMOS transistors and their interconnects 

Å Using a set of two masks, the n+ and p+ Source and Drain  regions are implanted into 

the substrate and into the n- well, respectively. 

Å The ohmic contacts to the substrate and to the n-well are implanted in this process step 
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Å An insulating silicon dioxide layer is deposited over the entire wafer using CVD (5000A). 

This is for passivation, the protection of all the active components from contamination. 

Å The contacts are defined and etched away to expose the silicon or polysilicon contact 

windows. These contact windows are necessary to complete the circuit interconnections 

using the metal layer, which is patterned in the next step. 

Å Metal (aluminum, >5000A) is deposited over the entire chip surface using metal 

evaporation, and the metal lines are patterned through etching. 

Å Since the wafer surface is non-planar, the quality and the integrity of the metal lines 

created in this step are very critical and are ultimately essential for circuit reliability. 

Å The composite layout and the resulting cross-sectional view of the chip, showing one 

nMOS and one pMOS transistor (built-in n-well), the polysilicon and metal 

interconnections. 

Å The final step is to deposit a full  SiO2 passivation layer (5000A), for protection, over the 

chip, except for wire-bonding pad areas. 
 

 

 

 
 

Å  
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p-w ell process 
 

 

 

¶ P-well on N-substrate 
 

¶ N-type substrate 
 

¶ Oxidation, and mask (MASK 1) to create P-well (4-5mm deep) 
 

¶ P-well doping 
 

¶ P-well acts as substrate for nMOS devices. 
 

¶ The two areas are electrically isolated using thick field oxide (and often 
 

¶ isolation implants [not shown here]) 
 

 
 

Polysilicon Gate Formation 
 

¶ Remove p-well definition oxide 
 

¶ Grow thick field oxide 
 

¶ Pattern (MASK 2) to expose nMOS and pMOS active regions 
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¶ Grow thin layer of SiO2 (~0.1mm) gate oxide, over the entire chip 

surface 

¶ Deposit polysilicon on top of gate oxide to form gate structure 
 

¶ Pattern poly on gate oxide (MASK 3) 
 
 

 
 

 

 

¶ nMOS P+ Source/Drain difusion ï self-aligned to Poly gate 
 

¶ Implant P
+  

nMOS S/D regions (MASK 4) 
 

 

 

 
 

 

 

¶ pMOS N+ Source/Drain difusion ï self-aligned to Poly gate 
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¶ Implant N
+  

pMOS S/D regions (MASK 5 ï often the inverse of MASK 4) 
 

 
 

¶ pMOS N+ Source/Drain difusion, contact holes & metallisation 
 

¶ Oxide and pattern for contact holes (MASK 6) 
 

¶ Deposit metal and pattern (MASK 7) 
 

¶ Passivation oxide and pattern bonding pads (MASK 8) 
 

¶ P-well acts as substrate for nMOS devices. 
 

¶ Two separate substrates : requires two separate substrate connections 
 

¶ Definition of substrate connection areas can be included in MASK 4/MASK5 
 

 

 

 
 

 
 

Twin-Tub (Twin-Well) CMOS Process 

This technology provides the basis for separate optimization of the nMOS and pMOS transistors, 

thus making it possible for threshold voltage, body effect and the channel transconductance of 

both types of transistors to be tuned independently. Generally, the starting material is a n+ or p+ 

substrate, with a lightly doped epitaxial layer on top. This epitaxial layer provides the actual 
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substrate on which the n-well and the p-well are formed. Since two independent doping steps are 

performed for the creation of the well regions, the dopant concentrations can be carefully 

optimized to produce the desired device characteristics. The Twin-Tub process is shown below. 
 

 
 

In the conventional p & ƴπǿŜƭƭ CMOS process, the doping density of the well region is typically about 

one order of magnitude higher than the substrate, which, among other effects, results in unbalanced 

drain parasitics. The ǘǿƛƴπǘǳō process avoids this problem. 
 

Silicon-on-Insulator  (SOI) CMOS Process 

Rather than using silicon as the substrate material, technologists have sought to use an insulating 

substrate to improve process characteristics such as speed and latch-up susceptibility. The SOI 

CMOS technology allows the creation of independent, completely isolated nMOS and pMOS 

transistors virtually side-by-side on an insulating substrate. The main advantages of this 

technology are the higher integration density (because of the absence of well regions), complete 

avoidance of the latch-up problem, and lower parasitic capacitances compared to the 

conventional p & n-well or twin-tub CMOS processes. A cross-section of nMOS and pMOS 

devices using SOI process is shown below. 

 
 

The SOI CMOS process is considerably more costly than the standard p & n-well CMOS 

process. Yet the improvements of device performance and the absence of latch-up problems can 

justify its use, especially for deep-sub-micron devices. 
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Berkeley n-well process 

There are a number of p-well and n-well fabrication processed and , in order to look more closely 

at typical fabrication steps, we will  use the Berkeley n-well process an example. This process is 

illustrated as follows: 
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Fabrication 

Fabrication is the process of creating or making number of devices and wires on a single 

chip(IC). Fabrication of devices involves the following operations 

¶ Wafer processing 
 

¶ .Photolithography 
 

¶ Oxide growth and removal 
 

¶ Diffusing and ion implantation 
 

¶ Annealing 
 

¶ Silicon deposition 
 

¶ Metallization 
 

¶ Probe testing 
 

¶ Encapsulation 
 

Wafer processing 

¶ Pure silicon is melted in a pot (1400
0
C) and a small seed containing the desired crystal 

orientation is inserted into molten silicon and slowly pulled 
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¶ The silicon crystal is manufactured as acylinder (ingot) with a diameter of 8-12 inches. 
 

¶ This cylinder is carefully sawed into thin disks called wafers. Which are later polished 

and marked for crystal orientation. 

 

 

Photolithography 

¶ Lithography process used to transfer patterms to each layer of the IC. 
 

¶ Draw the ñlayerò patterns on a transparent glass mask 
 

¶ Transfer the mask pattern to the wafer surface. 
 

¶ The surface to be patterned is spin- coated with a light sensitive organic polymer 

called photoresist. 
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¶ Photoresists are of two types 
 

i) Negative photoresist hardems in the areas exposed to light 
 

ii)  Positive photoresist hardens in the area not exposed to light 
 

¶ The mask pattern is developed on the photoresist, with UV light exposure. 
 

¶ Depending on the type of photoresist (negative or positive), the exposed or 

unexposed parts become resistant to certain types of solvents. 

¶ The soluble photoresist is chemically removed. 
 

¶ The developed photoresist acts as a mask for patternimg of underlying layers and 

then is removed. 

Oxidation 

¶ Oxide can be grown from silicon through heating in an oxidizing atmosphere. 
 

i) Gate oxide, device isolation 
 

ii)  Oxidation consumes silicon 
 

¶ Sio2 is deposited on materials other than silicon through reaction between gaseous silicon 

compounds and oxidizers. 

¶ Insulation between different layers of metallization 
 

Etching 

¶ Once the desired shape is patterned with photoresist, the etching process allows 

unprotected materials to be removed. 
 

 

 

 
 

¶ 

i) Wet etching: Uses chemicals 
 

ii)  Dry or plasma etching: Uses ionized gases. 
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Diffusion and Ion implantation  

¶ Doping materials are added to change the electrical characteristics of silicon locally through 
 

i) Diffusion dopants deposited on silicon move through the lattice by thermal diffusion 

(high temperature process). 
 

 
 

ii)  Ion implantation  highly energized donor or acceptor atoms impinge on the surface and 

travel below it  
 

 
 

 
 

Thermal annealing is a high temperature which allows: 

 

¶ allows doping impurities to diffuse further into the bulk. 

¶ repairs lattice damage caused by the collisions with doping  ions. 
 

Metallization deposition of metal layers by evaporation. 

Encapsulation During Encapsulation, lead frames are placed onto mold plates and heated. Molten plastic 

material is pressed around each die to form its individual package. The mold is opened, and the lead frames are 

pressed out and cleaned. 

INTRODUC TION  OF MOSFET 

 

      The rapid strides of the semiconductor industry in recent years are due to its ability to incorpo- rate more and 

more devices operating at higher and higher speeds in an IC. Metal Oxide Field Effect Transistor (MOSFET) 

circuits occupy less silicon area and consume less power than their bipolar counterparts (BJT) making them 

ideal choice for VLSI circuits. The MOSFET was the subject of a patent in 1933, but did not reach commercial 

maturity until about thirty years later. The delay was principally due to a lack of understanding of the importance 

of the oxide/semiconductor interface, and to the time taken to develop suitable fabrication procedures, notably for 

the growth of the thin gate oxide. 
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Å   MOSFETôs are made from crystalline semiconductor that forms the host structure called the substrate or 

bulk  of the device. Substrate for nMOS is p-ty 

Å pe silicon whereas for the pMOS devices it is n-type silicon. 

Å The thin oxide of the transistor electrically isolates the gate from the semiconductor underneath. The 

gate oxide is made of oxidized silicon forming non-crystalline, amor- phous SiO2. The gate oxide thickness 

is typically from near 15 Å to 100 Å. 
Å Drain and source regions are made from crystalline silicon by implanting a dopant with 

opposite polarity to that of the substrate. In pMOS, boran impurities are doped and in nMOS phosphorous 

impurities are doped. The gate is fabricated using polysilicon or metal. Since drain and drain dopants 

are made of opposite polarity to the substrate (bulk) they form pn junction diodes that are reverse biased 

in normal operation of the device. This is shown in the Fig. 2.3. 

Å The gate is the control terminal and the source provides the electrons (nMOS) or holes (pMOS) that are 

collected by the drain. 

Å The distance from drain to source is a geometrical parameter called channel length 

(L) where the conduction takes place. Another geometrical parameter of the device is transistor channel 

width (W ). These two parameters are set by the circuit engineer. 

Å Other parameters such as oxide thickness, threshold voltage and doping levels depend on the fabrication 

process and cannot be changed by the design. They are technology parameters. 

Å Complementary Metal Oxide Semiconductor (CMOS) logic circuits have both nMOS and pMOS devices 

which will  be discussed later in this chapter. 

 

 
 

Fig. 2.3 Cross-sectional view of nMOSFET and pMOSFET. 

 
 

Understanding Enhancement Mode MOSFET Operation: A Descriptive Approach 
 

      Transistor terminals must have proper voltage polarity to operate correctly. In MOSFETs, the terminal voltages 

are usually referred with respect to the source. The same convention will  be followed in this chapter, i.e., the 

model equations will  be developed with respect to VGS, VDS, and VSB. The positive convention current in nMOS 

(pMOS) device is from drain (source) to the source (drain) and is referred as IDS or ID. When a positive (negative) 

voltage is applied to the drain terminal; the drain current depends on the voltage applied to the gate control 

terminal. 
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Threshold Voltage 
 

Å Since the drain and source are at the same voltage the channel carrier distribution is uniform along the device. The 

voltage at which the surface of the semiconductor gets inverted to the opposite polarity  is known as Threshold 

voltage. In nMOS transistor, the surface will  be inverted to n-type (remember in nMOS bulk is p-type silicon) and for 

pMOS transistor the surface will  be inverted to p-type (remember in pMOS bulk is n-type silicon). At the threshold 

voltage condition, the concentration of electrons (holes) accumulated near the surface in a nMOS (pMOS) is equal to the 

doping concentration of the bulk doping concentration. Threshold voltage for nMOS is always positive and threshold 

voltage for pMOS is always negative. 

Å An nMOS (pMOS) transistor has a conducting channel when the gate-source voltage is greater than (less 

than) threshold voltage, i.e., VGS > Vtn (VGS < Vtp). 
 

Let us discuss in detail about the threshold voltage of an nMOSFET. 

In a MOSFET since all terminal voltages are applied with respect to the source the thresh- old voltage is also 

measured with respect to source. 

The threshold voltage of a MOSFET is defi as the value of gate to source voltage which is suffi         to produce a 
surface inversion layer when VDS = 0 V. 

or 

The voltage at which the surface of the semiconductor gets inverted to the opposite polar- ity is known as threshold voltage. 

VSB is applied to the MOSFET and is always positive or greater than zero. VSB  is applied to keep the pn 

junctions in the MOSFET reverse biased so that no substrate current fl    in the device into the bulk/substrate. 

For a MOSFET the surface is inverted (channel is formed) when the surface potential is Ɋs  = 2 + VSB. 

The formula for threshold voltage is given by 

 

fms = work function difference between gate and substrate 
NA = substrate doping concentration 

fB = energy difference between the Fermi level and intrinsic Fermi level in the semicon- ductor (silicon 

here) or Fermi voltage 

Cox = oxide capacitance per unit area given by Íox /tox  where tox  is the thickness of the oxide. 

 

The surface gets inverted when the surface potential Ɋs = 2 + VSB in case of a MOSFET Vth is a 

function of several components, most of which are material constants such as the differ- ence in work function between 

gate and substrate material, the oxide thickness, the Fermi voltage. Apart from them the parameters shown below will  

also show their effect on the thresholdvoltage. 

 
 

Å If  in the fabrication process some charges (sodium ions through human sweat, etc.) are trapped in the gate 

oxide, threshold voltage is altered as they show their reaction to the volt- age applied to the gate. For example, if  

some positive ions are fi       in the oxide, the amount of positive charge required near the gate terminal to 

invert the surface decreases, hence threshold voltage decrea 
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Ultimately when VDS = VDsat, the voltage across the oxide near the drain end is no longer suf- fi      to support 

the channel (inversion layer), i.e., the horizontal electric fi     becomes stron- ger than the vertical electric fi  

at the drain end. The conducting channel retracts from the drain and no longer ñtouchesò this terminal. When 

this happens the inversion channel is said to be ñpinched off ò and the device is in the saturation region. 

This is shown in Fig. 2.5(b). In this region the pinch off  point moves towards the source as VDS increases. 

The voltage at the pinch off point remains VDsat. The extra voltage VDS ï VDsat is now dropped in the deple- 

tion region. The electrons which reach the pinch off point are swept across to the drain by the electric fi     in 

the depletion region. The current in the saturation region remains almost fi  

as the voltage across the inversion layer is fi  at VDsat. A small increase in the current is observed due to the shift 

of pinch off point towards the source end, which effectively reduces the channel length of the MOSFET from L 

to L¡ as shown in Fig. 2.5(c). 

The conditions for pinch off is 

VDS  Ó (VGS  ï Vtn) for nMOS transistor 

VDS  Ò (VGS  ï Vtp) for pMOS transistor. (2.6) 
 
 

 

Fig. 2.5 Various regions of operation of MOSFET (a) ohmic region (b) onset of saturation region (c) saturation region. 
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The behaviour of MOS transistor in different operation regions is best understood by analy- sis of its current 

voltage characteristics. The following chart in Fig. 2.6 shows the behaviour of an nMOSFET whose channel 

length L is 10 µm. 
 

 

Fig. 2.6 I-V characteristics of long channel nMOSFET for various VGS values. 

 
All  the derived equations hold for the pMOS transistor as well. The only difference is that for pMOS devices, 

the polarities of all voltages and currents are reversed. This is illustrated in Fig. 2.7, which plots the IDS  ï VDS  

characteristics of a minimum-size pMOS transistor of L = 0.25 µm process. The curves are in the third quadrants 

IDS, VDS, and VGS are all negative. 
 

 
Fig. 2.7 I-V characteristics of long channel pMOSFET for various VGS values. 
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The mobility of holes in silicon is typically lower than that of the electrons. This means that pMOS transistors provide 

less current than nMOS transistors of comparable size and hence are slower. 

 

 

Current  Equations of MOSFET in Various Regions of Operation 

 

 

       Let us discuss a fi  order (ideal Shockley) model relating the current and voltage for an nMOSFET in ohmic 

or nonsaturated regions. 

Å In a cut-off region (VGS < Vtn) there is no channel and almost zero current fl  from drain to source. 

Å In other regions, the gate attracts carriers (electrons) to form the channel. The electrons drift (drift current means 

current under the infl  of the electric fi       from source to drain at a rate proportional to 

the electric fi  between these regions. Thus, we can compute the currents if  we know the amount of charge in 

the channel and the rate at which it fl  

We know that the charge on capacitorôs plate is Q = CV. Thus, the charge in the channel 
Qchannel  is 

Qchannel  = Cg  (VGC  ï Vtn) (2.7) 

 

Cg  is capacitance of gate to the channel; VGC  ï Vtn  is the amount of voltage attracting charge to the channel beyond 

threshold voltage. 

If  the source is at VS and drain is at VD, the average is 
Cg  = äox 

WL 
 

 

tox 

 
(2.11) 

where Ůox = 3.9 Ůo for silicon dioxide and Ůo is the permittivity of free space which is 8.85 × 10ï4 F/cm. 
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Fig. 2.8 MOSFET. 

 

 

 

 

Each carrier in the channel (here electrons) is accelerated to an average velocity propor- tional to the lateral 

electric fi    i.e., lateral electric fi     between the source and the drain. The constant of proportionality µ is known 

as mobility of the carriers. As electrons are carriers here, we write µ as µn 

v = µnE (2.12) 

The electric fi  E is the voltage difference between drain and source VDS  divided by the channel length. 
 

(2.13) 

The time required for the carriers (electrons) to cross the channel is the channel length divided by the 

carrier velocity. 

t = L / v (2.14) 

Therefore, the current between drain and source VDS  is the total amount of charge in the channel divided 

by the time required to cross the channel 
 

DS  = 
channel (2.15) 

t 

 (2.16) 

We know Qchannel = Cg (VGC ï Vtn) and substituting the value of VGC in the equation, and substituting the values 

of we obtain L and v from equations 2.11 and 2.13 we obtain the below expression for IDS 

I = m C  
W (V - V   - V )V 

DS n   ox 
GS tn DS 

2 DS
 (2.17a) 

 

Equation 2.17(a) describes the linear region of operation for VGS > Vtn but VDS is very small. IDS increases 

almost linearly with VDS just like an ideal resistor. The geometry and tech- nology parameters are sometimes 

merged into a single factor. This symbol is not the same as symbol used for ratio of collector to base current in 

a bipolar transistor. 

When VDS is further increased, at the value of VDS = VGS ï Vtn the drain current begins to become constant. This 

voltage is known as saturation voltage VDsat. At this point the IR drop in the device equals the effective gate to 

channel voltage at the drain. If  VDS is further increased beyond VDsat, IDS becomes constant. The channel pinches off 

from drain towards source with the increase of VDS beyond VDsat. Substituting the value of VDsat = VGS ï Vtn in equation 

2.17(b). 

IDS = b(VGS - Vtn - VDsat 
2 )VDsat

 

= (VGS - Vtn ) 
2 

2 
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î 

DS Dsat 

(2.18) 

It is sometimes convenient to defi IDsat  as the current of the transistor that is fully ON, i.e., VGS = VDS 

= VDD (supply voltage) 
 

IDS  = (VDD - Vtn ) 
2 

2 (2.19) 

SUMMARY:  Shockley 1st order transistor models 
 

ë 
î 0 VGS  < Vt î 

 
cutoff 

I DS = ìb(VGS - Vtn - VDS 
2 )VDS

 

î 
VDS  < VDsat linear (2.20) 

î b 

òó 2 
(VGS - Vtn ) 

2 
V ² V saturation 

 

Understanding the Depletion Mode MOSFET Operation 
 

Depletion mode MOSFET is normally continuous ON device. The depletion mode MOSFET has a narrow n-channel 

buried between the source and drain near the surface (in case of nMOSFET), i.e., n-types dopants are implanted near 

the surface. Free electrons are available in the channel area. With VDS = 0 a negative gate voltage attracts holes 

from the bulk into the channel near the surface. The recombination of induced holes with the existing electrons (from 

the buried channel) causes depletion of majority carriers. This action is responsible for its name as depletion mode 

MOSFET. If  the gate voltage is made more negative majority carriers can be virtually depleted and channel is 

eliminated. The device is off in this condition. Under these circumstances drain 

b 
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       current is zero. The least negative value of VGS for which channel is depleted is known as thresh- old voltage Vth of 

the MOSFET. 

Å With VGS  = 0 the application of positive VDS  produces appreciable drain current given by IDS. As VGS 

decreases downwards the threshold the drain current decreases. At a fi   VGS increasing values of VDS cause 

the drain current to saturate as the channel is pinched off. The reasons for this are similar to what causes 

saturation in enhancement devices. Because of the potential drop along the channel due to IDS the region of 

the channel near the drain is depleted more than the region near the source. Depletion mode MOSFET 

exhibit both ohmic and saturated regions. In depletion nMOS Vtn is negative. 

Å The current equations are same as those for enhancement mode device in both ohmic and saturation regions 

(already as discussed above in this chapter). 

Å A depletion mode MOSFET can also be used in enhancement mode. It is only necessary to apply a positive 

gate voltage so that the negative charges are induced in the channel enhances the number of majority carriers 

already implanted in the channel area. Thus, for positive VGS the drain current is more than the current in 

enhancement mode device. This is shown in the following Fig. 2.9. 
 

 
 

 

Fig. 2.10 I-V characteristics. 

ge. 
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     Leakage Current  Problem in the MOSFET 
 

       Power consumption is now the major technical problem in the semiconductor industry. There are two principle 

sources of power dissipation in todayôs CMOS-based VLSI circuits: dynamic and static power. Dynamic power, 

which results from transistor switching and repeated charg- ing and discharging of the capacitance on the outputs 

of millions of logic gates on chip, is the energy consumed by the chip to produce a useful outcome. Static 

power refers to the leak- age current that leaks through transistors even when they are turned off. It is the 

power that is dissipated through transistors without producing any useful operation. Until very recently, only 

dynamic power has been a signifi source of power consumption. However, as process geometries continuously 

shrink, smaller channel lengths have exacerbated the leakage prob- lem. In particular, as process technology 

advances to the sub 0.1 µm regime, leakage power dissipation increases at a much faster rate than dynamic 

power. Consequently, it begins to dominate the power consumption equation. For deep submicron MOSFET 

transistors, there are six short-channel leakage mechanisms, as illustrated in Fig. 2.11. 
 

 

 
 

Fig. 2.11 The leakage current mechanisms in MOSFET transistors 

 

I1 is the reverse-bias pïn junction leakage. 

Å I2 is the subthreshold leakage or the weak inversion current across the device. 

Å I3 is the gate leakage or the tunnelling current through the gate oxide insulation. 

Å I4 is the gate current due to hot-carrier injection. 

Å I5 is gate-induced drain leakage (GIDL). 

Å I6 is the channel punch through current. 
 

Among these currents, I2, I5, and I6 are off state leakage mechanisms since they only exist when the transistor 

is in off state. I1, I3, and I4 can occur on both on and off states. 

The leakage currents are infl  by threshold voltage, channel dimensions (physical), channel/surface doping 

profi drain/source junction depth, gate oxide thickness, and VDD. Currently, the two principle components of 

static power consumption are the subthreshold leakage I2 and gate leakage I3. 

Most of the operations of modern VLSI chips can be classifi into two modes: active and standby. During the 

active mode of circuit operation, the total power dissipation includes both the dynamic and static portions. While 

in the standby mode, the power dissipation is due to only the standby leakage current. Dynamic power 

dissipation consists of two components. One is the switching power due to the charging and discharging of load 

capacitance. The other is short-circuiting power due to the non-zero rise and fall time of input waveforms. The 

static power of a CMOS circuit is only determined by the leakage current through each transistor. In other 

words, dynamic power is related to the circuit switching activity. In contrast, static power is proportional to the 

total number of transistors in the circuit regardless of their switch- ing activities. In general, dynamic power  
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dissipation is expressed as Pdyn = ŬfCVDD  , where Ŭ is the circuit switching activity, f is the operation frequency, 

C is the load capacitance, and VDD is the supply voltage. In the past several decades, as CMOS devices scaled 

down, supply voltage VDD also been trimmed down to keep the power consumption under control (since the 

power usage has quadratic dependence on VDD, according to the equation). 

Accordingly, the transistor threshold voltage has to be commensurately scaled to maintain a high drive current 

and achieve performance improvement. However, this threshold voltage scaling also results in a substantial increase 

in subthreshold leakage current. Consequently, leakage power becomes a signifi  component of the total power 

consumption in both the active and standby modes of operation. To suppress the power consumption in deep-sub 

micrometre circuits, it is nec- essary to reduce the leakage power in both the active and standby modes of operation. 

The reduc- tion in leakage current can be achieved using both process-level and circuit-level techniques. 

At the process  level, leakage reduction  can  be achieved by  controlling the  dimensions (length, oxide 

thickness, and junction depth) and doping profi in transistors. At the circuit level, threshold voltage and the 

leakage current of transistors can be effectively controlled by controlling the voltages of different device terminals 

(drain, source, gate, and body or sub- strate). In practice, several circuit design techniques have been suggested 

for leakage reduction in digital circuits (logic and memory), such as transistor stacking, multiple Vth, dynamic Vth. 
If  care is not taken, leakage power can lead to dramatic effects that may cause a circuit to 

fail to function properly. Large leakage current can increase the standby power dissipation to an unacceptable level or 

it can lead to excessive heating, which consequently requires complicated 
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       and expensive cooling and packaging techniques. In the beginning, only leading edge micro- processors were 

affected by this leakage current problem, but now leakage current has become a critical design parameter for all 

the nanometre chips. In summary, for modern VLSI chip design, the issue of controlling leakage current has 

moved from backstage to centre stage. 

 

2.1.4 A.C. Properties: Transconductance, Output  Conductance and Figure of Merit  of a 

MOSFET 
 
Defi 

The incremental resistances, transconductance and capacitances govern the a.c. properties of the MOSFET. 

The transconductance gm is defi by 

g   = 
µIDS 

m µVGS 

at constant VDS 

 

(2.23) 

The small signal conductance or output conductance gd is given by 
 µI DS   

g   = 
d µVDS 

at constant VGS (2.24) 

Linear region parameters and their  importance in circuit  performance 

When  the  MOSFET is  biased  in  linear  region  where  VDS   is  small  the  conductance  gd   is obtained by 
differentiating equation 2.24 with respect to VDS 

 

W (V - V   - V ) 
We know that  IDS  = mnCox 

GS tn DS
 

L 
VDS (2.25) 

 

Therefore, g
d  
= 

m n CoxW 

L 
(VGS  - Vtn - VDS ) and in linear region VDS << (VGS ï Vtn) the above 

equation simplifi to 

g   = 
mnCoxW 

(V 
 
- V   - V ) 

 
 

(2.26) 

d L 
GS tn DS 

Present day VLSI circuits are MOSFET based as already discussed. The performance of the circuit depends on 

switching speed which in turn depends upon the parameter known as ON resistance given by 

R = R 1 L 
= = 

g m C  W (V 

- V  )  (2.27) 

ON channel d n   ox GS tn 

To decrease the RON  the width of the transistor has to be increased but that increases the area of the chip in 

return. 

The transconductance defi above in equation 2.23 is obtained by differentiating with respect to VGS. 

g   = 
mnCoxW 

V = bV 
 

(2.28) 

m L 
DS DS 

2 
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      preferred for this application since the larger electron mobility implies faster switching than pMOSFETs. The 

basic nMOSFET pass transistor circuit is shown in the Fig. 2.12. The switch is controlled by VGS. If  VGS = 0 then 

the transistor is off and there is no connection between the input and output. Placing a high voltage VG = VDD 

drives the nMOSFET active and current fl        For a logic 1 transfer, we use an input voltage Vin = VDD. 
 
 

  

Fig. 2.12 Pass transistor logic. Fig. 2.13 nMOS inverter. 

 

nMOS Inverter  
 

The basic inverter circuit has a depletion mode MOSFET (coupled in series with the enhance- ment mode MOSFET). 

The depletion mode MOSFET acts as a pull up transistor as it pulls the output logic from 0 to 1 and enhancement 

MOSFET acts like a pull down transistor as it pulls the output voltage from logic 1 to logic 0. The gate of the 

depletion mode MOSFET is shorted to its source, i.e., VGS = 0 to make it a continuous ON device. The depletion 

mode MOSFET acts like a resistive load. The output is taken from the drain and the input applied between the 

gate and the ground. Figure 2.13 gives the circuit for nMOS inverter. 
 

Operation of nMOS Inverter  
 

Å When Vin = logic 0, the pull down transistor (nMOSFET) is off and VDD appears near the 
Vout. 

Å When Vin  = logic 1 and voltage is more than the threshold voltage of the enhancement mode MOSFET 

current begins to fl  and Vout decreases and output is logic 0. 
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Å To obtain the transfer characteristics of the inverter, we superimpose the VGS = 0 deple- tion mode 

characteristics curve on the family of curves for enhancement mode device. The points of intersection of 

the curves gives points on the transfer characteristics and is shown in the Fig. 2.14. 

Å The point at which Vin = Vout is denoted by Vinv or switching threshold. 

Å The transfer characteristics (Fig. 2.15) and Vinv can be shifted by changing the ratio of pull up to pull down 

impedances Zp.u / Zp.d. (impedance Z is denoted by ratio of length to width ratio of the transistor). 

Å Dissipation is high since rail to rail current fl  when Vin = Logical 1. 

Å Switching of output from 1 to 0 begins when Vin exceeds Vtn of pull down device. 

Å When switching the output from 1 to 0, the pull up device is non-saturated initially and pull down device 

moves to saturation. 

 

 
 
 

 
Fig. 2.15 nMOS inverter transfer characteristics. 

 
1  
(-V 

 

)
2 
= 

 
1  
(V 

 

- V  )
2
 

 

 

(2.36) 

 

 

Zp.u  

 

V 

td 

 

 

 
= V   - 

Zp.d  
inv tn  

 
 

(2.37) 

inv tn 

 

If  we substitute the typical values in the above equation, 
 

Vtn  = 0.2VDD; Vtd  = ï0.6VDD; Vinv  = 0.5VDD for equal margins We get, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Vtd 

Zp.u / Zp.d  
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Zp.u / Zp.d  = 4/1 
 

Å An inverter driven directly from the output of another should have 

² 4/1. 

Zp.u / Zp.d   ratio of 

Å Similarly an inverter driven through one or more pass transistors as shown in the Fig. 2.17 should 

have Zp.u / Zp.d  ratio of ² 8/1 (Derivation is not given here) 
 
 

 

Fig. 2.17 Pull up to pull down ratios for inverting logic by pass transistors. 

 

 

2.1.8 CMOS Technology 
 

Complementary metal oxide semiconductor (CMOS) is a major class of integrated circuits. CMOS technology is 

used in microprocessors, microcontrollers, static RAM, and other digital logic circuits. CMOS technology is also 

used for a wide variety of analog circuits such as image sensors, data converters, and highly integrated transceivers 

for many types of communications. In CMOS technology circuits, both n-type and p-type transistors are used to 

realize logic functions. Two important characteristics of CMOS devices are high noise immunity and low 

static power consumption. Signifi power is only drawn when the transistors in the CMOS device are switching 

between on and off states. Consequently, CMOS devices do not produce as much waste heat as other forms of 

logic, for example, transistor-transistor logic (TTL) or nMOS logic, which uses all n-channel devices without 

p-channel devices. These features allow inte- grating many more CMOS gates on an IC than in nMOS or 

Bipolar technology resulting in 

much better performance. The following Fig. 2.18 shows the CMOS logic circuit. 
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Only transistor is ON connecting the output terminal Vout to one of the power rails, and there is no current 

in the circuit since the other transistor is off, thus eliminating a DC path between the rails. A capacitor load CL 

is shown in Fig. 2.19 and it is unavoidable in any cir- cuit. The capacitance is from transistor node and wiring 

capacitances. 
 

 
 

 
 

Fig. 2.20 Transfer characteristics of CMOS inverter. 

 
 

The nature and the form of the voltage-transfer characteristic (VTC) can be graphically deduced by 

superimposing the current characteristics of the nMOS and the pMOS devices. Such a graph is shown in the 

Fig. 2.20. Figure 2.21 shows current versus Vin in the CMOS inverter. 
 

 

 
 

Fig. 2.21 CMOS inverterðcurrent versus Vin. 
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In this version, the DC path between T1  and T3 is eliminated (Fig. 2.23a) but the output volt- age swing is now 

reduced since output cannot fall below the base to emitter VBE of T3. The discharge paths for T4 and T3 are not 

still there in this design. 
 

The conventional BiCMOS Inverter  

Two additional enhancement-type nMOS devices have been added (T5 and T6) to the existing design (Fig. 2.23b). 

These transistors provide discharge paths for transistor base currents during turn-off. Without T5, the output low 

voltage cannot fall below the base to emitter voltage VBE of T3. 
 

 

Fig. 2.23(b) An improved version of BiCMOS inverter using MOS transistors for base current discharge. 

 

1. When Vin = 0 

T1 is off, therefore T3 is nonconducting. T2 is ON and supplies current to base of T4. T4 base voltage is set to VDD. 

T5 is turned ON and clamps base of T3 to GND. T3 is turned OFF. T4 conducts and acts as current source to 

charge load CL towards VDD. Vout rises to VDD ï VBE  (of T4). 
 

2. Vin  = VDD 

T2 is OFF. T1 is ON and supplies current to the base of T3. T6  is turned ON and clamps the base of T4 to GND. 
T4 is turned off. T3 conducts acts as a current sink to discharge load CL towards 0 V. Vout falls to 0 V + VCEsat 

(of T3). 

Properties of BiCMOS inverter  
 

Å Large driving capability of BiCMOS inverter is one of the most signifi advantages over conventional 

CMOS buffer circuits. 

Å BiCMOS logic gate doesnôt dissipate any significant amount of static power during steady state operation. 

Å BiCMOS logic family has about same power delay product as conventional CMOS but the gate delay is 

smaller. 
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Latchup in CMOS 
 

        

       A by-product of the Bulk CMOS structure is a pair of parasitic bipolar transistors. The collec- tor of each BJT 

is connected to the base of the other transistor in a positive feedback structure (Fig. 2.24). A phenomenon called 

latchup can occur when (a) both BJTôs conduct, creating a low resistance path between VDD and GND and (b) 

the product of the gains of the two tran- sistors in the feedback loop, ɓ1  × ɓ2, is >1. The result of latchup is at 

the minimum a circuit 
 

 
 

 
 

Fig. 2.24 Cross-section of parasitic transistors in Bulk CMOS. 
 
 

 
 

Fig. 2.25 Equivalent circuit of latchup
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malfunction, and in the worst case, the destruction of the device. The equivalent circuit is given in 

 Fig. 2.25. 

Latchup may begin when Vout drops below GND due to a noise spike or an improper circuit hookup  

(Vout  is the base of the lateral NPN Q2). If  suffi      current fl      through R-sub to turn on Q2  

(I R-sub > 0.7 V), this will  draw current through R-well. If  the voltage drop across R-well is 

 high enough, Q1 will  also turn on, and a self-sustaining low resistance path between the power  

rails is formed. If  the gains are such that ɓ1 × ɓ2 > 1, latchup may occur. Once latchup has  

begun, the only way to stop it is to reduce the current below a critica 

l level, usu- ally by removing power from the circuit. 
 

Preventing latchup 

 

1. Fab/Design Approaches 

Á Reduce the gain product ɓ1 × ɓ2. 

Á Moving n-well and n+ source/drain farther apart increases width of the base of Q2 and  

Á reduces gain ɓ2 > also reduces circuit density. 

Á Buried n+ layer in well reduces gain of Q1. 

2. Reduce the well and substrate resistances, producing lower voltage drops 

Á Higher substrate doping level reduces R-sub. 

Á Reduce R-well by making low resistance contact to GND. 

Á Guard rings around p- and/or n-well, with frequent contacts to the rings, reduces the 

Á  parasitic resistances (Fig. 2.26). 
 

 

Fig. 2.26 Guard rings for eliminating latchu 
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      UNIT -II  

 

BASIC CIRCUIT CONCEPTS  

 
In VLSI design the wiring up (interconnection) of circuits takes place through the various conductive layers which 

 are produced by the MOS processing. So, it is necessary to know the resistive and capacitive characteristics of each layer.  

Concepts such as  

Å resistance RS and a standard unit of capacitance Ǐcg which helps in evaluating the effects of  

Å wiring and input and output capacitances. 
 
Å The delays associated with wiring with inverters and with other circuitry evaluated interms  

 

of a delay unit ô. 

Sheet Resistance (RS) 
 
Å The sheet resistance is a measure of resistance of thin films that have a uniform thickness. 

 
Å It is commonly used to characterize materials made by semiconductor doping, metal deposition, 

             resistive paste printing and glass coating.  
Ex: doped semiconductor regions (silicon or polysilicon ) and resistors. 

 
Å Sheet resistance is applicable to two-dimensional systems where the thin film is considered to 

 be a two- dimensional entity. 
 
 

Consider a uniform slab of conducting material of resistivity ñ of width W, thickness t and length between 

 faces A&B is L. as shown in figure. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Consider the resistance RAB between two opposite faces  
 
 
 
 
 

 

Where A is area of cross section  
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Consider a case in which L = W . It means square of resistive material  
 
 
 
 
 
 

Where RS is ohm per square or sheet resistance.  
 
 
 

 

From the above equation RS is independent of the area of square., for example a 1µm per side square 

slab of the material has same resistance as 1 cm per side square slab of the same material if the thickness 

is same. 
 
Hence, the resistance of the MOS layers depend on the thickness and the resistivity of the material of the 

layer. 
 
Å The thickness of the metal and polysilicon deposited is known by measuring using four 

probe method. 
 
Å The resistivity of the diffusion layers is measured by measuring the penetration depth of 

the diffusion regions. 
 
Sheet resistance concept applied to MOS Transistors and Inverterts: 
 
Consider the transistor structures by distinguish the actual diffusion (active) regions from the channel regions. 

The simple n-type pass transistor has a channel length L = 2ë and a channel width W=2ë. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Hence the channel is square and the channel resistance is  
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Here the length to width ratio denotes the impedance (Z) and is equal to 1:1. Consider another transistor 

 has a channel length L = 8ë and width W = 2ë. 
 
 
 
 
 
 
 
Thus, channel resistance  

 
 
 
 
Typical sheet resistances of MOS layers are tabulated 

 

Layer  RS ohm per square  
    

 5µm Orbit  Orbit 1.2µm 
    

Metal 0.03 0.04 0.04 
    

Diffusion 15 - 100 20 - 45 20 - 45 
    

Silicide 2 - 4 --- --- 
    

Polysilicon 15 - 100 15 - 30 15 - 30 
    

n- channel 10
4
 2 X 10

4
 2 X 10

4
 

    

p-channel 2.5 X 10
4
 4.5 X 10

4
 4.5 X 10

4
 

     
 

Sheet resistance for Inverters 
 

Consider an nMOS inverter has the channel length 8ë and width 2ë for pull up transistor as shown in figure. 
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L = 8ë; W = 2ë 

 
Z = L/W = 4 

 

 

Sheet resistance R = Z.RS = 4 X 10
4
 = 40 KÝ 

 

For pull down transistor the channel length 2ë and width 2ë, then the sheet 

resistance is R = Z.RS = 1 X 10
4
 = 10 KÝ  

Hence Zp.u to Zp.d = 4:1 hence the ON resistance between VDD and VSS is 

the total series resistance i.e., 
 

RON = 40 KÝ + 10 KÝ = 50 KÝ 

 

 

Driving Large capacitive loads 
 
 
when signals are propagated from the chip to off chip destinations we can face problems to drive large 

capacitive loads. Generally off chip capacitances may be several orders higher than on chip cg values. 
 

CL Ó 10
4
 cg 

 

Where CL denotes offchip load. The capacitances which of this order must be driven through low 

resistances, otherwise excessively long delays will occur. Large capacitance is presented at the input, which 

in turn slows down the rate of change of voltage at input. 

 

(i) Cascaded Inverters as drivers 

 
Inverters to drive large capacitive loads must be present low pull-up and pull down resistance. For MOS 

 

circuits low resistance values imply low L:W ratio(since  ) . Since length L cannot be reduced 

below the minimum feature size, the channels must be made very wide to reduce resistance value. 

 
Consider N cascaded inverters as on increasing the width factor of ófô than the previous stage as shown in 
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As the width factor increases, the capacitive load presented at the inverter input increases and the area 

occupied increases also. It is observed that as the width increases, the number N of stages are decreased to 

drive a particular value of CL. Thus with large f(width), N decreases but delay per stage increases for 4:1 

nMOS inverters. 
 

Delay per stage = fŰ for æVin 
 

=4fŰ for æ
-
Vin 

 

Where æVin indicates logic 0 to 1 transition and 

 

 

æ
-
Vin indicates logic 1 to 0 transition of Vin 

 
Toal delay per nMOS pair = 4fŰ 

 

Similarly delay per CMOS pair = 7fŰ. 
 

(ii) Super buffers 
 
 

Generally the pull-up and the pull down transistors are not equally capable to drive capacitive 

loads. This asymmetry is avoided in super buffers. Basically, a super buffer is a symmetric inverting or non 

inverting driver that can supply (or) remove large currents and is nearly symmetrical in its ability to drive 

capacitive load. It can switch large capacitive loads than an inverter. An inverting type nMOS super buffer 

as shown in figure. 
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Å Consider a positive going (0 to 1) transition at input Vin turns ON the inverter formed by T1 and 

T2.   

Å With a small delay, the gate of T3 is pulled down to 0 volts. Thus, device T3 is cut off. Since gate 

of T4 is connected to Vin, it is turned ON and the output is pulled down very fast.  

 

Å For the opposite transition of Vin (1 to 0), Vin drops to 0 volts. The gate of transistor T3 is allowed 

to rise to VDD quickly.   

Å Simultaneously the low Vin turns off T4 very fast. This makes T3 to conduct with its gate voltage 

approximately equal to VDD.  
 
Å This gate voltage is twice the average voltage that would appear if the gate was connected to the  

 
source as in the conventional nMOS inverter. 

Now as IdsŬ Vgs , doubling the effective Vgs increases the current and there by reduces the delay in 
 
charging at the load capacitor of the output. The result is more symmetrical transition. 
 
Figure shows the non-inverting nMOS super buffer where the structures fabricated in 5µm technology are 
 
capable of driving capacitance of 2pF with a rise time of 5nsec. 

 

(iii)  BiCMOS drivers  
 
 

1. In BiCMOS technology we use bipolar transistor drivers as the output stage of inverter and 
logic gate circuits.  

 
2. In bipolar transistors, there is an exponential dependence of the collector (output) current 

on the base to emitter (input) voltage Vbe .  
 
 

3. Hence, the bipolar transistors can be operated with much smaller input voltage swings than 
MOS transistors and still switch large current.  

 
 

4. Another consideration in bipolar devices is that the temperature effect on input voltage 

Vbe.  

 

5. In bipolar transistor, Vbe is logarithmically dependent on collector current IC and also other 

parameters such as base width, doping level, electron mobility.  

 

6. Now, the temperature differences across an IC are not very high. Thus the Vbe values of 

the bipolar devices spread over the chip remain same and do not differ by more than a   
few milli volts.  

The switching performance of a bipolar transistor driving a capacitive load can be analyzed to begin with 
 
the help of equivalent circuit as shown in figure. 
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The time æt required to change the output voltage Vout by an amount equal to the input voltage is 
 

æt = CL/gm 

 
Where, 

CL is the load capacitance 
 

gm is the trans conductance of the bipolar transistor. 

 

The value of æt is small because the trans conductance of the bipolar transistors is relatively high.  

There are two main components which reveals the delay due to the bipolar transistors are Tin and TL .  

Å Tin is the time required to first charge the base emitter junction of the bipolar (npn) transistor. 

Å  This time is typically 2ns for the BiCMOS transistor base driver.   
Å For the CMOS driver the time required to charge the input gate capacitance is 1ns.  

 

Å TL is the time required to charge the output load capacitance .  

 

Å The combined effect of Tin and TL is represented as shown in figure.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Å Delay of BiCMOS inverter can be described by  
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Å Delay for BiCMOS inverter s reduced by a factor of hfe as compared with a CMOS inverter.  

 

In Bipolar transistors while considering delay another significant parameter is collector resistance Rc  

through which the charging current for CL flows. 
 

Å For a high value of RC, there is a long propagation delay through the transistor when charging a capacitive load.  

Å Figure shows the typical delay values at two values of CL as follows.  
 
 
 

The devices thus have high ɓ, high gm, high hfe and low RC. The presence of such efficient and advantageous  

devices on chip offers a great deal of scope and freedom to the VLSI designer. 
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                                                              UNIT -III  

 

Gate level design: 

  

Logic gate is an idealized or physical device implementing a Boolean function, that is, it performs 

a logical operation on one or more logic inputs and produces a single logic output. Depending on 

the context, the term may refer to an ideal logic gate, one that has for instance zero rise time and 

unlimited fan-out, or it may refer to a non-ideal physical device. 

Switch logic: 

Switch logic is based on the pass transistor or on transmission gates. This approach is fast for small 

arrays and takes no static current from the supply rails. Thus, power dissipation of such arrays is 

small since current only flows on switching. 

 
figure shows transmission  gates) 

Pass transistors and Transmission gates: 

Switches and switch logic are to be formed from simple n or p-pass transistors or from 

transmission gates comprising an n-pass and a p-pass transistor in parallel the reason for adopting 

the apparent complexity of the transmission gate, rather than using a simple n-switch or p-switch in 

most CMOS applications, is to eliminate the undesirable threshold voltage effects which give rise 

to the loss of logic levels in pass transistors. 

Other forms of CMOS logic: 

 

Clocked CMOS Logic (C2MOS): 

 

Clocked CMOS logic has been used for very low power CMOS and/or for minimizing hot electron 

effect problems in N-FET devices .Clocking transistors allow valid logic output only when clk is 

high. Clocking transistors may be at output end of logic trees (maximum performance) or at power 

supply end of logic trees (maximum protection from hot electrons) 

 

 

 

 

Pseudo-noms logic: 

 

 

Using a PMOS transistor simply as a pull-up device for an n-block  is called pseudo-NMOS logic.  

Note, that this type of logic is no longer ratio-less, i.e., the transistor widths must be chosen 

properly, i.e., The pull-up transistor must be chosen wide enough to conduct a multiple of the n-
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block's leakage and narrow enough so that the n-block can still pull down the output safely. 

 

Dynamic CMOS logic: 

The actual logic is implemented in the inherently faster nmos logic, a p-transistor is used for the 

non-time-critical precharging of the output line so that the output capacitance is charged to Vdd 

during the of period of the clock signal. 

 

 

 

 

 

 

 

Domino CMOS logic 

 

Domino logic is a CMOS-based evolution of the dynamic logic 

techniques which were based on either PMOS or NMOS transistors. It 

allows a rail-to-rail logic swing. It was developed to speed up circuits. 

 

 

 

 

 

 

 

 

In Dynamic Logic, a problem arises when cascading one gate to the next. The precharge "1" state 

of the first gate may cause the second gate to discharge prematurely, before the first gate has 

reached its correct state. This uses up the "precharge" of the second gate, which cannot be restored 

until the next clock cycle, so there is no recovery from this error. 

 

PHYSICAL DESIGN:  

What is Floorplanning? 

A floorplanning is the process of placing blocks/macros in the chip/core area, 

thereby determining the routing areas between them. 
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Floorplan determines the size of die and creates wire tracks for placement of standard cells. It  

creates power ground(PG) connections. It also determines the I/O pin/pad placement 

information. 

 

A good floorplanning should meet the following constrains. 

Å Minimize the total chip area, 

Å Make routing phase easy (routable), 

Å Improve the performance by reducing signal delays. 

 

 

Floorplanning 

  

Inputs for floorplan  

ÅSynthesized netlist(.v, .vhdl) 

Å Design Constrains (SDC) 

Å Physical partitioning information of the design 

Å IO placement file(optional) 

Å Macro placement file(optional) 

Å Floorplanning control parameters. 

 

http://4.bp.blogspot.com/-anLMkLSktxQ/VREEh1Dp6cI/AAAAAAAAE-Y/rVFkJ3U_FqA/s1600/New+Bitmap+Image.jpg
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Output of floorplan  

ÅDie/Block area 

Å I/O pad/placed 

Å Macro placed 

Å Power grid design 

Å Power pre-routing 

Å Standard cell placement areas. 

 

Design of Floorplan 

 

¶       Placing of Large Macros with defined core area 

¶  

¶       I/O Macros placing in periphery area which includes power , ground and signal pad 

placement 

¶  

¶        Establishment of power and ground grid (Rings and Straps) 

¶  

¶        Utilization is Design Area/Allocated Area 

¶  

¶        The placement of Standard cells and Macros with goal of 100% typically 80-85% 

¶  

¶      It is always better to give 65-70% which may help 30% for optimization , Hold 

Fixing , clock tree synthesis , Signal Integrity , Routing ,Congestion 

 

 

http://1.bp.blogspot.com/-RVaOR22_fy8/VREMj70kWXI/AAAAAAAAE-o/28lk5XstrDI/s1600/New+Bitmap+Image1.jpg
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Floor Planning Considerations 

Placement: 

Placement is an essential step in electronic design automation - the portion of the physical design 

flow that assigns exact locations for various circuit components within the chipôs core area. An 

inferior placement assignment will not only affect the chip's performance but might also make it 

non manufacturable by producing excessive wire length, which is beyond available routing 

resources. Consequently, a placer must perform the assignment while optimizing a number of 

objectives to ensure that a circuit meets its performance demands. Typical placement objectives 

include 

¶ Total wire length: Minimizing the total wire length, or the sum of the length of all the wires 

in the design, is the primary objective of most existing placers. This not only helps 

minimize chip size, and hence cost, but also minimizes power and delay, which are 

proportional to the wirel ength (This assumes long wires have additional buffering inserted; 

all modern design flows do this.) 

¶ Timing: The clock cycle of a chip is determined by the delay of its longest path, usually 

referred to as the critical path. Given a performance specification, a placer must ensure that 

no path exists with delay exceeding the maximum specified delay. 

¶ Congestion: While it is necessary to minimize the total wirelength to meet the total routing 

resources, it is also necessary to meet the routing resources within various local regions of 

the chipôs core area. A congested region might lead to excessive routing detours, or make it 

impossible to complete all routes. 

¶ Power: Power minimization typically involves distributing the locations of cell components 

so as to reduce the overall power consumption, alleviate hot spots, and smooth temperature 

gradients. 

¶ A secondary objective is placement runtime minimization. 

 

 

 

Types of placement: 

1. Standard cell placement: Standard cells have been designed in such a way that power and clock connections run 

horizontally through the cell and other I/O leaves the cell from the top or bottom sides. 

 

 

In semiconductor design, standard cell methodology is a method of designing 

application-specific integrated circuits (ASICs) with mostly digital-logic features. 

Standard cell methodology is an example of design abstraction, whereby a low-level 

very-large-scale integration (VLSI) layout is encapsulated into an abstract logic 

representation (such as a NAND gate). Cell-based methodology ð the general class 

to which standard cells belong ð makes it possible for one designer to focus on the 

high-level (logical function) aspect of digital design, while another designer focuses 

on the implementation (physical) aspect. Along with semiconductor manufacturing 
advances, standard cell methodology has helped designers scale ASICs from 

comparatively simple single-function ICs (of several thousand gates), to complex 

https://en.wikipedia.org/wiki/Electronic_design_automation
https://en.wikipedia.org/wiki/Integrated_circuit
https://en.wikipedia.org/wiki/Routing_%28electronic_design_automation%29
https://en.wikipedia.org/wiki/Clock_signal
https://en.wikipedia.org/wiki/Application-specific_integrated_circuit
https://en.wikipedia.org/wiki/VLSI
https://en.wikipedia.org/wiki/Integrated_circuit_layout
https://en.wikipedia.org/wiki/Negated_AND_gate
https://en.wikipedia.org/wiki/Semiconductor_manufacturing
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multi-million gate system-on-a-chip (SoC) devices. 

 

 

 

 

fig: A small standard cell with three metal layers. 

2. Building block: cells to be placed in arbitrary shape. 

Routing: 

There are two types of routing in the physical design process, global routing and detailed routing. 

Global routing allocates routing resources that are used for connections. It also does track 

assignment for a particular net. 

Detailed routing does the actual connections. Different constraints that are to be taken care during 

the routing are DRC, wire length, timing etc. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://en.wikipedia.org/wiki/System_on_a_chip
https://en.wikipedia.org/wiki/Routing_%28EDA%29
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UNIT -IV 

 

Subsystem design:  

Large systems are composed of sub-systems, known as Leaf-Cell .The most basic leaf cell is the 

common logic gate (inverter, and, ..Etc). Structured Design-High regularity-Leaf cells replicated 

many times and interconnected to form the system. Logical and systematic approach to VLSI 

design is essential. 

SHIFTER: 

A Shifter is most widely used for arithmetic operations. usually shifting is equivalent to 

multiplication by powers of two. Shifting is required during floating-point arithmetic. The shit 

register is simplest shifters that can shift by one position per clock cycle. 

BARREL SHIFTER: 

Barrel shifter produces n output bits and accepts 2n data bits , n control signals . The Barrel shifter 

shifts by transmitting a n-bits slice of the 2n data bits to the output. 

 

 

 

Adders 

The adder is probably the most studied digital circuit. There are a great many ways to perform binary 

addition, each with its own area/delay trade-offs. A great many tricks have been used to speed up 

addition: encoding, replication of common factors and precharging are just some of them. The origins 

of some of these methods are lost in the mists of antiquity. Since advanced circuits are used in 

conjunction with advanced logic, we need to study some higher-level addition methods before 

covering circuits for addition. 

 

Serial adder: 

Serial adder may require many clock cycles to add two n-bit 

numbers, but with a very short cycle time. Usually,they can work on 

nibbles or on bytes. The most extreme form of the serial adder is a bit 

serial adder. When current data bits are the least significant bits of the 

addends then a n LSB signal is high.The addends appear LSB first 

and can be of arbitrary lengththe end of a pair of numbers is signaled 

by the LSB bit for the next pair. 

 

 

 

 

 

CARRY SELECT ADDER: 

It comprises two versions of the addition 

whose carry ïins are different, then selects 
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the  

 

 

 

 

 

 

 

 

 

 

 

 

right one. 

 

ALU: 

An  

 

 

 

 

 

 

 

 

ALU is a Arithmetic Logic Unit that requires Arithmetic operations and Boolean operations. 

Basically arithmetic operations are addition and subtraction. one may either multiplex between an 

adder and a Boolean unit or merge the Boolean unit into the adder as in tha classic transistor-

transistor logic. 

 

 

 

 

MULTIPLIERS: 

 

 

 

 

 

 

 

 

 

 

 

 

 

The above figure shown is booth recoded multiplier. The multiplier is divided into two parts 
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namely, Both-array and carry propagate adder (CPA). By ascending the 16-bit inputs, the booth 

array feeds the result of the multiplier is divided by the floor plan according hierarchy using an 

array block and a CPA block. 

This array section of multiplier consists of 8 ranks of adders each 17 -bits wide. The schematic 

which can be used to represent the first rank and remaining ranks are different. A Booth decode 

cell which observes 3-bits of the multiplier(MIER) and procedures the control signals used in the 

array adders, can be used by both the above ranks. 

A Booth multiplier for multiplying a first number with a second number to produce product thtat 

has an array of array cells arranged in a plurality of rows of adder cells and is provided with input 

circuitry that reduces the power consumption of the multipliers. This input circuitry includes a 

plurality of Booth recoding logic cells that control signals to mulipilexers in the adder cells in the 

array. the below example shows the booth recoded multiplier. 

 

0 0 1 0 1 1 

0 1 0 0 1 1 

0 0 1 0 1 1 

0 0 1 0 1 1 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 1 0 1 1 

0 0 1 1 0 1 0 0 0 1 

 

ARRAY MULTIPLIERS: 

Array multipliers is a structure well suited to VLSI implementation .figure shows the structure of 

an array multiplier for unsigned numbers. When multiplying the multiplicand and multiplier by 

hand, partial products are formed in rows and accumulate in columns, with partial products shifted 

by the appropriate amount. In layout, the a bits generally would be distributed with horizontal wires 

since each row exactly one a-bits 

 

 

 

 

 

PARITY GENERATORS: 

Parity generators is a function related to binary addition .Parity generator detects whether the 

number of ones in an input word is even or odd. Parity generator is most widely used to generate 

the parity of 16-bits or 32-bit word. 
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COMPARATOR: 

The magnitude of two binary numbers is compared by a magnitude comparator. Basically a 

comparator is build with an adder and an inverter. 

 

 

 

 

 

 

A<B or A>B may be generated by logical combinations of these signals. Whenever quality 

comparisons requires, XNOR gates and AND gates and all that is required. 

DYNAMIC RAM: 

 

 

 

 

 

 

 

 

 

 

 

 

Dynamic random-access memory (DRAM ) is a type of random-access memory that stores each 

bit of data in a separate capacitor within an integrated circuit. The capacitor can be either charged 

or discharged; these two states are taken to represent the two values of a bit, conventionally called 

0 and 1. Since capacitors leak charge, the information eventually fades unless the capacitor charge 

is refreshed periodically. Because of this refresh requirement, it is a dynamic memory as opposed 

to SRAM and other static memory. 

STATIC RAM: 

 

Static random-access memory (SRAM) is a type of semiconductor memory where the word static 
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indicates that, unlike dynamic RAM (DRAM), it does not need to be periodically refreshed, as 

SRAM uses bistable latching circuitry to store each bit. 

 

 

 

VLSI DESIGN STYLES:  

 

VLSI Design Styles: 

Full Custom 

} ASIC - Application-Specific Integrated Circuit 

} PLD, FPGA - Programmable Logic 

} So C - System-on-a-Chip 

Full Custom Design Style: 

Pre-manufactured components with programmable interconnect wired by CAD tools 

Tradeoffs 

} High Design Costs (huge effort!) 

} High NRE Cost 

} High Performance 

} Low Unit Cost (good for high volume products!) 

Examples 

Analog and Mixed-Signal 

} Microprocessor 

ASIC Design Style: 

Pre-designed (or pre-manufactured) components that are assembled and wired by CAD tools. 

} Standard cell (pre-designed cells) 

} Gate array (pre-manufactured cells - just add wiring) 

} Structured ASIC (complex function customized by wiring) 

Tradeoffs 

} Low Design Cost 

} High NRE Cost (lower in Gate Array / Structured ASIC) 

} Medium Unit Cost 

} Medium Performance 

Examples: 

} Control chip for cell phone 

} Graphics chips for desktop computers (e.g. nVidia, ATI) 

 

CPLD: 

 

As the technology surrounding programmable devices improved, new devices were developed 

which combined several PLD s together on a single integrated circuit to form complex 

programmable logic devices, CPLD s. The concept is to have a few PLD blocks or macro cells on a 
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single device with a general-purpose interconnect in-between. Basically, a CPLD consists of 

several blocks, each of which is a PLD, which are connected together. I/Os of each of the PLD 

blocks are connected by a global interconnect array. Each logic block contains 4 to 16 macro cells 

depending on the vendor and the architecture. A macro cell on most modern CPLD s contains a 

sum-of-products combinatorial logic function and an optional flip-flop. The combinatorial logic 

function typically supports four to 16 product terms with wide fan-in. In other words, a macro cell 

function can have many inputs, but the complexity of the logic function is limited. CPLD s are 

generally best for control- oriented designs due in part to their fast pin-to-pin performance. The 

wide fan-in of their macro cells makes them well-suited to complex, high-performance state 

machines. CPLD has less flexible internal architecture and the delay through a CPLD (measured in 

nanoseconds) is more predictable and usually shorter. The below figure shows CPLD architecture. 

 

 

 

 

 

 

FPGA: 

At the beginning of 

1980, there were 

programmable logic 

devices, which had 

fast design, highly 

configurable and 

reprogrammable, but 

they were support 

only small 

functions.An FPGA have bunch of programmable logic blocks in an array with programmable 

switches. FPGA s are approximately 10 times less dense. 

FPGA has two levels of programmability, each logic block can be programmed individually to 

perform simple logic functions and then, switches can be programmed to implement desire logic 

function. The key element in programmable logics are 3-input Look Up Table (LUT), multiplexer 

and flip-flop. The 3-input LUT is similar to PAL, used to implement combinational or Boolean 

equations. FPGA s contain programmable logic components called "logic blocks", and a hierarchy 

of reconfigurable interconnects that allow the blocks to be "wired together"ðsomewhat like many 

(changeable) logic gates that can be inter-wired in (many) different configurations. Logic blocks 

can be configured to perform complex combinational functions, or merely simple logic gates like 

AND and XOR. In most FPGA s, the logic blocks also include memory elements, which may be 

simple flip-flops or more complete blocks of memory. 
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PAL - 

Programming 

Array Logic : 

PALs were 

introduced in late 

1970 to address 

speed problem 

shown by PLA 

devices. A PAL is 

opposite to 

PROM, where 

AND array is programmable but OR array is fixed. This led PAL faster than PLA devices. PAL s 

usually contains flip-flops connected to the OR-gate outputs to implement sequential circuits. 

Registered or combinational output functions are modeled in a sum of product form. Each output is 

a sum (logical or) of a fixed number of products (logical and) of the input signals. PAL architecture 

has feedback terms. The outputs of the fixed "or" array are fed back to some of the inputs of the 

"and" array. 

 

 

 

 

 

PLA Schematic : 
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Standard cell: 

In semiconductor design, standard cell methodology is a method of designing application-specific 

integrated circuits (ASICs) with mostly digital-logic features. Standard cell methodology is an 

example of design abstraction, whereby a low-level very-large-scale integration (VLSI) layout is 

encapsulated into an abstract logic representation (such as a NAND gate). Cell-based methodology 

(the general class to which standard cells belong) makes it possible for one designer to focus on the 

high-level (logical function) aspect of digital design, while another designer focuses on the 

implementation (physical) aspect. Along with semiconductor manufacturing advances, standard 

cell methodology has helped designers scale ASICs from comparatively simple single-function ICs 

(of several thousand gates), to complex multi-million gate system-on-a-chip (SoC) devices. 

 

Application of standard cell: 

 

2-input NAND or NOR function is sufficient to form any arbitrary boolean function set. But in 

modern ASIC design, standard cell methodology is practiced with a sizeable library (or libraries) of 

cells. The library usually contains multiple implementations of the same logic function, differing in 

area and speed. This variety enhances the efficiency of automated synthesis, place and route (SPR) 

tools. Indirectly, it also gives the designer greater freedom to perform implementation tradeoffs 

(area vs. speed vs. power consumption.) A complete group of standard cell descriptions is 

commonly called a technology library. 

IC Design Steps: 

 

 

 

Specifications  High - level  
Description  

Functional  
Description  

HLS 

Logic  
Description  

Gate- level  
Design  

Placed 

& Routed  
Design  
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     UNIT -V 

VHDL SYNTHESIS  

1 VHDL History  

The essence of top-down design is that one starts with the specifications of a system and goes through 

a process of step-by-step refinement that culminates in a completed design. A formal language can 

be quite helpful in that process. It allows define and document all intermediate design steps plus the 

final design, leaving no room for misinterpretation. It is possible to use a familiar programming 

language for that purpose, which is sometimes actually done, but the formal specification of hardware 

usually works better with a so-called hardware description language (HDL) Many HDLs have been 

developed in the past, each with its specific strengths and weaknesses. Since these were not 

standardized and since the average design was less complex than is the case nowadays, the 

development and use of HDLs initially remained an academic issue. This situation has changed in 

the 1980s, however. With the support of the U.S. Defense Department, experts then developed an 

HDL for use in all military projects. This language was called VHDL, which stands for ñVHSIC 

Hardware Description Languageò (VHSIC in turn stands for ñVery High Speed Integrated Circuitò). 

The language quickly also became popular for non-military applications. Already for decades, there 

are just two widely-used HDLs, the second one being Verilog. They can more or less be used to 

describe the same things and are supported by the major vendors of computer-aided design tools. 

Both VHDL and Verilog have been accepted as a standard by the IEEE, the Institute of Electrical 

and Electronics Engineers. VHDL has actually been standardized multiple times; the most important 

standards date from 1987, 1993 and 2008. The differences between the standards are not relevant in 

the context of the current document which adheres to the 1993 standard. While VHDL was the 

outcome of work by a large group of programming-language experts, Verilog was much more an ad-

hoc language created for commercial product which turned out to receive wide acceptance. As such, 

it has several weaknesses such as tolerating signals that were nowhere declared. For this reason, 

VHDL was the language of choice for the System-on-Chip Design course. Before presenting VHDL 

in later sections, this document pays attention to the chip design flow, the sequence of design steps, 

in the next one. Knowledge of the flow should make it easier to understand how design can be 

supported by a language like VHDL. 

 

2 The ASIC/FPGA Design Flow 

One way to look at the type of electronic systems that are considered here, is to see them as a mere 
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collection of large numbers of CMOS transistors that are interconnected in a specific way. However, 

the knowledge of transistors alone is not sufficient to build these systems. Insight in the hierarchical 

structuring of these systems is necessary for the design of both analog and digital systems. In the 

digital domain, one can interconnect transistors to obtain elementary gates such as a 2-input NAND 

and a D-flipflop. These gates can be combined for building more complex units such as adders, 

multipliers and registers. These units, on their turn, can be parts of processors. Multiple processors 

may be required to obtain an entire data processing system on a single chip. The larger the blocks 

become, the higher the level of abstraction. For each level of abstraction specific design knowledge 

is required. At the highest levels of abstraction, one is hardly aware that hardware is being designed. 

Only functional relations matter. Designers want to experiment with executable specifications to 

have an idea of the complexity of the design, the bottlenecks, etc. At this stage simulations based on 

a general-purpose language such as C is often used, although VHDL and specific system-level 

description languages may be used as well. In a next stage, properties of hardware, mainly the 

possibility to perform calculations in parallel have to be dealt with. One should decide about the 

hardware units to be used and the mapping of computations on the hardware. Two issues have to be 

settled: on which unit will some calculation take place and when. These are the problems of 

assignment and scheduling. They can either be solved manually or using architectural synthesis (also 

called high-level synthesis) tools. 

 

At the register-transfer (RT) level, the timing of a design is specified at the resolution of clock cycles: 

one knows what has to happen from the moment that a register output value changes until new values 

become available to update the registers in the next clock cycle. If one sees a design  s a state machine 

in which the registers hold the system state, hardware at the RT level obeys the model of Figure 1. 

The figure depicts a so-called Mealy-type finite state machine. Combinational logic computes the 

next state and outputs from the current state and current inputs. At this stage logic synthesis can be 
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performed to design the combinational logic that will implement the next-state function. Logic 

synthesis is the process of optimizing Boolean expressions and finding the best mapping on the gates 

available in the chosen technology. If the input description for logic synthesis is given in VHDL, the 

process is called VHDL synthesis. Logic synthesis is common practice nowadays and will be covered 

in detail in later on in this document. A convenient property of VHDL synthesis is that the VHDL 

code that can be processed by the synthesis tools, is in principle independent of the target 

implementation, whether it be an application-specific integrated circuit (ASIC) or a 

fieldprogrammable gate array (FPGA). Both type of implementations differ at the level of basic 

building blocks, the so-called standard cells. All available cells are part of a library. The VHDL 

synthesis tools do not need to know all details of library cells. What matters is the functionality (e.g. 

2-input NAND, positive edge-triggered D-flipflop) and the delays associated to the propagation of 

the signals through the gates. After logic synthesis, the design will consist of an interconnection of 

library cells, the so-called netlist. The netlist needs to be processed by backend tools that are specific 

for the target implementation. In the case of an ASIC, the backend tools will generate the layout of 

the entire chip by placing and routing the cells (decide on where to put each cell and determine how 

the wires between the cells run). The result is a specification of all masks that are needed in the IC 

production process. As you probably know, the fabrication of an IC is a complex process in which 

masks are used to selectively etch on silicon, deposit dopants, grow oxide layers, etc. An FPGA is 

an integrated circuit itself and is, therefore, produced in the same way. Its main characteristic, 

however, is that its functionality is electrically programmable. Without going into the details of the 

different FPGA architectures, it is sufficient to state here that they contain memories (permanent or 

volatile) that determine the functionality of small logic units (combinational gates of, say, 4 inputs, 

a single-bit flipflop that may be bypassed, etc.) as well as the way the units are interconnected. 

Changing the contents of these memories amounts to reconfiguring the FPGA to become a new 

system. Backend tools for FPGAs also need to perform placement and routing. As opposed to ASICs 

where additional space for wiring can be created by pulling cells apart, the wiring capacity in an 

FPGA is fixed in advance. The routing task is therefore more difficult. The result produced by the 

backend tools is a specification of the memory contents for the FPGA device. In a prototyping 

environment, the backend tools will transmit the memory patterns directly to an FPGA mounted on 

a board such that the design can be verified in a practical setting. Clearly, FPGAs are an ideal 

platform for prototyping purposes. They are significantly cheaper than ASICs for situations in which 

the system specifications are subject to change. Once large series of a chip are needed, it becomes 
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profitable to design ASICs. In ASICs the silicon area required for the same functionality is far less, 

the power consumption is lower and higher operating frequencies may be possible. In the analog 

domain, fewer levels of abstraction exist. One can e.g. distinguish current mirrors, amplifiers, etc. 

that can be used to build a digital-to-analog (D/A) converter bit cell and combine these cells to obtain 

a multibit D/A converter. In general, analog circuits are harder to design than digital circuits  As all 

voltage and current values matter, parasitic capacitors and resistors have to be carefully taken into 

account during design. Whereas automatic synthesis can deal with thousands or even millions of 

transistors for digital circuits, the opportunities for automatic synthesis of a analog circuits are far 

more limited. For this reason, analog circuits will in general require full-custom layout. This means 

that the designer can fully control the shapes of the mask patterns. Composing a circuit by merely 

placing and routing cells from a library is called semi-custom design. Note that the design of the 

library cells themselves, is a full-custom activity. One can look at top-down design as a process in 

which gradually more and more detail is added to a specification. The introduction of more detail 

also involves the risk of the introduction of errors. This is not only true when a human person is in 

charge of the design, but also when automatic synthesis tools are used. Unfortunately, the synthesis 

tools themselves, which can be considerably complex, can contain bugs. For these reasons, 

verification of intermediate design stages by simulation is extremely important. An alternative to 

simulation is formal verification. Simulation has the strong disadvantage that any nontrivial circuit 

has too many different input patterns and too many internal states to be exhaustively verified. The 

goal of formal verification is to reason about circuits in a mathematical way and prove that a detailed 

design behaves fully according to specification. The necessity to consider all possible input 

combinations is e.g. avoided in a similar way that a mathematical proof does not need to substitute 

all possible values for variables in an equation. Few commercial products for formal verification 

exist, while the topic continues to receive attention from academic researchers. Such tools are not 

used in this course. Given the importance of simulation in the design process and the many levels of 

abstractions that exist, VHDL emerges as a powerful language because it is meant in the first place 

exactly to support simulations at many levels of abstraction, from the bit level where each separate 

wire carrying binary signals is distinguished, to the system level at which data types may be used 

that are not directly related to hardware equivalents. Even more levels can be covered with VHDL-

AMS: it allows the description of circuits containing analog parts (AMS stands for ñanalog and 

mixed-signalò). A number of concepts that were presented during the explanation of the design flow 

in the previous section, are clearly recognizable in VHDL. The most important of these are the 
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following: Å Behavior versus structure. A behavioral description of a hardware building block, 

regardless of whether the block covers the overall design or only a part, strictly documents the 

relation between the input and output signals. It does not say anything about the division of the block 

into subblocks. If such a division exists, then we have a structural description. You should note that 

a structural description not only specifies the subblocks that make up the block, but also the exact 

interconnection between the various blocks. Å Hierarchy and abstraction. The subblocks making up 

a block that has a structural description, can on their turn have their own structural description. This 

can go on recursively until we finally come to the elementary or atomic building blocks of the design. 

In this lab course, for example, these blocks are the elements from the cell library. Under different 

circumstances the individual transistors might be the elementary building blocks. The recursive 

division of the building blocks results in a hierarchical description of the design. A concept that is 

related to hierarchy is abstraction. At a given level in the hierarchy, not all details of the underlying 

levels are important. By eliminating those details, abstraction enables us to refer to the calculations 

at a specific level in a meaningful way. It might be useful, for example, to express a calculation at a 

certain abstraction level in integers, while at a lower level the same calculation might be described 

in terms of the bits in the binary representation of those numbers. Å Top-down design. This design 

methodology starts with a behavioral description of the overall system to be designed. The system is 

then subdivided into a number of subblocks. This is called decomposition. It results in a structural 

description at the highest level while the subblocks initially get a behavioral description. These are 

on their turn divided into interconnected blocks with a behavioral description each. In this way, a 

completely structural description is ultimately obtained. The behavior of the blocks at higher 

abstraction levels follows bottom-up from the behavior of the elementary building blocks and the 

structure. These concepts are illustrated in Figure 2. In Figure 2(a) the full circuit X is shown with 

its input and output signals A through D. The first step in a top-down design process is to divide X 

into its subblocks Y and Z as given in Figure 2(b). Note that the signals on the outside of the circuit 

are not affected in any way, even though two internal signals E and F have been added. In Figure 

2(c) Z is split up further into Z1 and Z2. The recursive division of the design can be reflected in a 

decomposition tree as shown in Figure 2(d). The advantage of using VHDL or another hardware 

description language in a top- down design methodology is that each decomposition step can be 

verified immediately. This is done by simulating the description before and after decomposition 

using the same input signals. This approach is used as much as possible during this course. It should 

be noted that, while simulation is a common and useful tool to verify designs, it does not provide any 
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guarantee of correctness because the number of possible combinations of input patterns for circuits 

is hardly manageable (except for small and trivial circuits). An alternative for verification through 

simulation is formal verification, as mentioned in Section 2. Until now, it was assumed that a 

decomposition step would be performed directly by the designer. It can also be done, however, using 

CAD tools. This is called automatic synthesis. If the tools do not   

 

 

produce errors, then verification of  the decomposition is not needed. This is called correctness by 

construction. On the other hand, the complexity of automatic synthesis tools is so high that some 

verification of its results is still desired to obtain confidence in the quality of the design 4 VHDL 

Libraries, Packages, and Entities This section presents a first set of important VHDL constructions. 

They are presented in the context of a simple circuit called siso8 based on 8-bit serial-in serial-out 

communication. Note: VHDL is not case sensitive (except in character and string constants). Only 

lower-case letters are used in this text. As mentioned in Section 3, it is important to define the signals 

through which a hardware unit communicates with the outside world during the design process. The 

actual content of the unit, which can consist of behavior or structure, is largely independent from 

those signals. In VHDL, the specification of communication takes place through the declaration of 

an entity. Figure 3 presents the declaration of the entity siso8. All information that is presented in 

VHDL to a CAD system is supposed to be stored in a library. All libraries have a name that serves 

as a reference to the library and its contents. The concept of libraries enables designers to organize 

their design data, to make well-considered use of the data of others, and to store designs and 

components for later use. The actual design that is being worked on is normally stored in the library 

work. The designer can also indicate in his VHDL code that he wants to use data from other libraries. 

The siso8 circuit         
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uses the type definitions std logic and std logic vector which are defined in the package std logic 

1164 of the library ieee. In general, a package contains definitions of data types, procedures, and  

functions that have been taken  together for specific reasons. The package std logic 1164 defines a 

nine-valued data type called std logic which has been standardized by the IEEE, and functions based 

on this data type. In addition to the ñnormalò values ô0ô and ô1ô (for ñstrongò binary signals), the 

values that are possible for a signal of this type include ôZô (for a ñtristateò or high-impedant signal), 

ôXô for an unknown signal and ôUô for an uninitialized signal (the remaining values are not relevant 

for the purposes of this document). The package std logic 1164 also defines the data type std logic 

vector that is meant for multi-bit signals each of the type std logic. Multiple assignments on the same 

signal (multiple ñdriversò on the same wire) are not permitted in VHDL since the value of a signal 

is not well defined at the moment when two or more different values are placed on a signal carrier. 

This restriction is not valid for so-called resolved data types such as std logic. A resolved data type 

has a resolution function that maps two or more different values of a certain type on a single value 

of the same type. Suppose that a bus signal is driven by two sources, one with value ôZô and one with 

value ô1ô. The resolution function will combine these two values into the value ô1ô for the bus. The 

combination of ô1ô and ô0ô, which amounts to a short circuit, however, will result in value ôXô. In its 

simplest form the body of an entity declaration consists of the keyword port, followed by a 

specification in parentheses of the signals that are used for the communication with the outside world. 

Input signals are indicated by the keyword in and output signals by the keyword out. In addition, 

two-way communication can be indicated through the keyword in out. The serial-in serial-out device 

siso8 has an 8-bit data input called data in and an 8-bit data output called data out. Their data type is 

std logic vector. It has two single-bit inputs of the type std logic: reset is necessary to initialize the 

internal memory elements to a defined value; clk is the clock signal on the rising edge of which the 

internal memory elements change their values. The device also has two single-bit outputs: req is a 

request signal indicating that new data should be provided to the data in input while ready signals 
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that the data out output is valid and can be read. 

3.The Operation of the VHDL Simulator  

Before performing VHDL simulations in practice, it is useful to have a brief look at how the VHDL 

simulator works. The presentation is confined to the most important aspects, even though much more 

can be said about the structure of the VHDL simulator and about simulation techniques in general. 

Part of the information below has already been discussed earlier in the text. It is repeated and 

expanded on here in the hope that further insight arises into the operation of the simulator. The 

simulator regards a circuit as a collection of signals and processes. Signals can change in value over 

time under the impact of processes. A signal change is called a transaction. Although hardware is 

parallel by nature, it is generally simulated on a sequential machine. In one way or the other, 

processes that are active simultaneously, as well as signals that can change in value simultaneously, 

must be dealt with in such a way that the differences between simulation and the real world are as 

small as possible. Section 5 already stated that processes must have a ñsensitivity listò, meaning that 

their bodies are evaluated once each time when one of the signals in the list changes in value. Another 

category of processes contain wait statements and no sensitivity list (the combination of wait 

statements and a sensitivity list is not allowed). A process with wait statements is immediately 

restarted when its entire body has been executed, but the evaluation is stopped when a wait statement 

is encountered (improperly written code, e.g. with a wait statement in a branch of an if statement that 

is never selected, will lead to a process that runs forever). When a process is inactive, the simulator 

has the possibility to evaluate another process. A process that has neither a sensitivity list nor a wait 

statement is hardly meaningful: once activated it no longer becomes inactive and fully occupies the 

simulator . Wait statements are not synthesizable; they are mainly used in system-level hardware 

models and test benches. What the simulator must do at a given moment is indicated through a list 

of actions that is sorted by time. This is the event list. ñEventò is the designation given to a signal 

change or a process activation at a specific time. For example, if the process that is active at moment 

t = t 

0 

encounters the statement 

a <= ô1ô after 10 ns, then transaction a <= ô1ô is placed on the event list at moment t = 

t 

0 

+ 10 ns. 
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A transaction never takes effect immediately, not even if the code does not specify any delay (for 

example, through a signal assignment without the keyword after). In that case, the transaction is 

placed on the event list at moment t = t 0 + æ. æ is equal to zero (or better: infinitesimally small), but 

it allows processes that take place simultaneously to be ordered in time. This is possible because the 

following applies: 0 < æ < 2æ . . . The notion of an infinitesimally small delay in simulation is called 

a delta delay. The simulation starts with the construction of the event list. All processes in the VHDL 

description are placed in the right position in the list. (Most processes start at time zero, applying the 

rule that a minimal time of æ must occur between two activations.) During simulation, the event list 

is processed in the order of increasing time. New events that result from this are added in the event 

list at the right position. The simulation is ended when the event list becomes empty, when the 

simulation is forced to be terminated by the initiative of the user or by an error. Using an event list 

saves computation time. Processes are evaluated only when necessary. This method is called the 

event-driven simulation technique. It is used in one way or other by practically all digital simulator 

. 

Towards Designing IP Blocks: Parameterizable Components and Test Interface 

 Designing systems on chip (SoCs) is only feasible by the availability of so-called IP blocks. IP 

stands for intellectual property and refers to the result of a design activity which has not necessarily 

materialized but consists of a collection of, for example, VHDL files. These files represent some 

economic value. Hence the name ñintellectual propertyò. In order to face the ever growing 

complexity in IC design, it is becoming more and more common practice that different parties 

concentrate on the design of standard components with a well-defined interface such as a 

microprocessor, a DMA (direct memory access) unit, a USB (universal serial bus) interface, etc. The 

SoC designer has then a relatively easy task to integrate the different components. A desirable 

property of IP blocks is parameterizability. Examples of parameters are the widths of data and 

address buses, the size of available memory, etc. In this way, the same component can be reused in 

different contexts without the need to rewrite the VHDL code (supposing that the block has been 

designed in VHDL). The parameters should be given a value at the moment of component 

instantiation. An important issue in IC design is testability. As a consequence of the delicate 

manufacturing process which is e.g. sensitive to dust particles, alignment of masks, etc., ICs that 

have been produced, are not guaranteed to function. Each IC needs to be tested before being shipped 

to the customer. Testing an IC becomes significantly easier if testing is taken into account during the 

design of the IC; this is called design for testability (DFT). Different DFT strategies exist. If one 
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agrees on one of these for all IP blocks, it becomes easier to combine them at the level of the SoC. 

Figure  presents a new entity for the SISO example: siso gen. With respect to the entity siso8 (see 

Figure 3), it can be seen that the declaration not only contains I/O signals indicated by the keyword 

port but also parameters indicated by the keyword generic. The only declared parameter is actually 

word length: it indicates the number of bits in the input and output words data in and data out. The 

generic parameter shows up in the port declaration and can also be used anywhere in an architecture 

declaration associated with the entity siso gen. The entity has provisions to include a scan chain. 

Although the topic is outside the scope of this document, the scan-chain principle will be shortly 

explained here. A scan chain is a DFT strategy. Changing the value a control signal, called scan shift 

in this example, from ô0ô to ô1ô, puts all flip flops in the design (or a subset of them) in a shift register. 

In this mode, at each new rising edge of the clock, the flip flops copy the value of their predecessors 

in the chain rather than the intended value for normal (functional) operation. The input and output of 

this shift register are accessible from outside the block: they are called here scan in and scan out 

respectively. The scan chain makes it possible to bring the hardware into a defined state using the 

shift mode. In this way, one can easily provide a test pattern at the inputs of all combinational logic 

in the design. Once the test pattern has been loaded, one executes one clock cycle in normal mode 

(making scan shift ô0ô). This captures the response of the combinational logic into the flip flops. This 

response can be shifted out of the circuit while a new test pattern gets loaded. Faulty ICs can then be 

detected by comparing the measured response with the expected one. Generic parameters can receive 

a value when a component is instantiated in a structural architecture. An example is shown in Figure 

13. The test bench consists of two components which both have a generic parameter word length. 

The parameter receives a value using the generic map construct which has a similar syntax as the 

port map construct that it precedes. In this example, the test bench itself has a generic word length 

which it passes down to its sub blocks. Note also that the test-vector controller component tvc siso 

gen has two more generics for the input and output files. These generics are not mapped at the 

moment of instantiation, which is allowed because default values have been provided for them. 

TEST AND TESTABILITY  

VHDL Design Flow(circuit design flow) 

This tutorial is intended to provide you with an introduction to the tools that   you will be using 

through the term. This tutorial will guide you through the   design flow of a digital system, from its 

modeling in a hardware description language (VHDL) to its implementation in an FPGA. While this 

tutorial   attempts to expose you to the most common features of the tools, it will not demonstrate 
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all. Once completing the tutorial you are encouraged to explore the   capabilities of the tools. The 

more familiar you are with your design environment, the   more productive you will be.  

Lab Overview  

When you finish this lab you will know how to:  

ä   Create   a VHDL design and verify its syntax.  

ä Create a test bench waveform.  

ä Synthesize and implement your design.  

ä   Perform   behavioral and post-place and route simulations of your design.  

ä Create a configuration bit stream for an FPGA.  

Background ï VHDL Design Flow  

STEP 1 - Design Entry  

The first step in the design process is to input your design into a machine-readable  format. To do 

this you will use a Computer Aided Design (CAD) tool. In CMPE 480  we will use Xilinx 

Foundation. A typical CAD tool supports many design entry  methods, such as a schematic capture, 

HDL entry (VHDL/Verilog) or a component net list. In this course, all the designs are captured using 

VHDL.  

STEP 2 ï Functional Simulation  

Once a design has been captured, the next step is to simulate it. This is done to ensure  that the design 

will meet the requirements of its specification. The first type of simulation that is performed is a 

Functional Simulation. This is also referred to as a Behavioral simulation in Xilinx Foundation. A 

behavioral simulation is used to verify that logical behavior of the circuit. It is very   important to 

realize that   simulations of this type DO NOT contain any physical  implementation details, which 

means that they DO NOT include any timing related  information. Designs that pass a functional 

simulation are on their way to being   realizable in hardware, but will not necessarily work as 

expected.  It is also very important to realize that some statements in VHDL are not synthesizable   

and therefore included for simulation purposes only. Consider the following example:  Z <= A and 

B after2ns;   The after statement is an arbitrary delay that can not be realized in hardware, thus it is   

not synthesizable. It is included to model expected delays in a behavioral simulation.  

STEP 3 - Synthesis  

During synthesis, the CAD tool will interpret your VHDL design information and   infer standard 

building blocks to implement your design (registers   ,multiplexers,  lookup tables, adders, etc.). 

Subtle differences in your VHDL description can result in different   hardware being inferred at this 
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stage. Different hardware inferences will result in variances in system performance.  

STEP 4 ï Implementation  

The Xilinx implementation process takes your design through the TRANSLATE, MAP,  and  

PLACE AND ROUTE sub-processes. The TRANSLATE process convert the   net list generated 

from the synthesis process, in to a form specific to the target device.  The MAP process translates 

the standard building blocks into the specific resources   available in the target hardware. The PLACE 

& ROUTE process picks up where the  MAP process leaves off by allocating specific resources 

(placing) and interconnecting  (routing) the placed design.  At the end of this process you can perform 

a post-place and route simulation. This is the most accurate simulation available through the Xilinx 

toolset. It will give you an indication of what to expect of your design once it is actually implemented.  

STEP 5 ï Device Configuration  

After the design has been verified, a binary hardware configuration file is generated (bit stream). 

This file is then downloaded into the FPGA via the JTAG interface. Part I - Getting Started  In this 

tutorial you will create an 8-bit up/down counter using VHDL as the design  entry. Your design will 

be synthesized and a bit stream file will be generated. The bit stream will be used to configure an 

FPGA in a Digi lab board. You will be able to  interact with your counter through switches and push-

buttons to control its operation.  The count will be shown in a set of 7-segment displays in a D2IO 

board.  Starting Xilinx Foundation  Double click on the Project Navigator shortcut icon on the 

desktop,  or select:  Start ŸPrograms ŸXilinx ISE 7.1i ŸProject  Navigator  Creating a New Project  

A project is a collection of all files necessary to create and to download a design to a selected FPGA. 

We will begin by creating a new project:  

1. Select File ŸNew Project to open the new project dialog box.  

2.  Select a meaningful name for the project. A directory of the same name will be  

created in the path shown in the Project Location.  

3. Select  HDL as the Top-Level Module Type, and click NEXT.  

4.  Fill in the properties as shown below 
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In CMPE 480 we use a Spartan II XC2S200-PQ208-6 FPGA. Our synthesis tool will  be XST. We 

use Model Sim as our simulator and we will use VHDL as our simulation  language. Remember 

those settings, because every project you create in this class will  have the same settings.   

5. Click Next to proceed to the Create New Source dialogbox. We will fill this dialog box in the next 

section of the tutorial. Creating a VHDL Source  A block diagram of the up/down counter is 

illustrated below. It has five inputs:  CLOCK, DIRECTION, LOAD, RESET and COUNT_IN. The 

direction of the up/down   counter is indicated by the DIRECTION input (0 = down, 1 = up). The 

LOAD input sets the count to the value that appears in the 8-bit bus COUNT_IN. When the RESET 

input  is ó1ô, the count is set to 0. There is one 8-bit bus output called COUNT_OUT, which   shows 

the current count. 

 

Now we will generate a VHDL module where we will model the behaviour of the  up/down counter.  

1.  Click on the New Source button in the Create New Source dialog box.  
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2.  Select VHDL Module as the source type.  

3. Enter counter as the file name.  

4.  Verify that the Add to project checkbox is selected, and then click NEXT.  

5.  Define the ports of your VHDL module in the Define VHDL Source dialog box. 

In the Port Name column, enter the port names: CLOCK, RESET, DIRECTION,  LOAD,  

COUNT_IN, and COUNT_OUT. In the Direction column indicate whether each port is an input, 

output or in out.  The only output is COUNT_OUT, all the other ports are inputs.  Because COUNT 

_OUT and COUNT_IN are 8-bit buses, select 7in the MSB (Most  Significant Bit) column, and 0in 

the LSB (Least Significant Bit) column of each of  these ports. 

Your table should look similar to this: 

 

 

 

6. Click NEXT in the dialog box and then click Finish in the next one to conclude the  declaration of 

your module.  

7. Click NEXT in the New Project Wizard dialog box.  

8.  The dialog box that you see now allows you to add existing files to the project. This is useful 

when some previously built modules are to be reused. Since this is  not our case, just click on Next, 

verify your project specifications and if everything  is correct click on Finish. If necessary, click on 

the Back button to correct some of   the project specifications.  Notice that Xilinx has created a new 

VHDL file using a standard template and the   information   entered in the New Source Wizard. Some 

standard libraries have been   included   your entity has been defined and your architecture has been 
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declared. By this  time, the VHDL module should look like this: 

Vhdl simulation 

Tes tbench 

Å Analog vs. digital simulation 

Å VHDL for simulation 

ï Simple simulation example 

ï wait in process for simulations 

ï Delaying signals ( after, 'delayed) 

ï Text I/O 

ï Reporting -assert 

ï Advanced simulation example 

ï Recommended directory structure and example of  

Make file for Model Sim 

ï The free simulator GHDL 

Instantiate the design under test (DUT) into the so called testbench 

 All signals to the DUT are driven by the testbench, all outputs of the  

DUT are read by the testbench and if possible analyzed 

 

 

Some subset of all signals at all hierarchy levels can be shown as a  

waveform 

The simulation is made many times at different design stages ï  

functional, after the synthesis, after the placing and routing,  

sometimes together with the other chips on the board 

Many VHDL constructs used in a testbench can not be synthesized,  

or are just ignored when trying to make a synthesis 

 



84  

 

 



85  

 



86  

 



87  

 



88  

 



89  

 



90  

 



91  

 



92  



93  



94  



95  



96  

 

 

 

 

Built -in-self test: 

Built-In-Self-Test is used to make faster, less-expensive integrated circuit manufacturing tests. The 

IC has a function that verifies all or a portion of the internal functionality of the IC. 

A built -in self-test (BIST) or built -in test (BIT ) is a mechanism that permits a machine to test 

itself. Engineers design BISTs to meet requirements such as: 

¶ high reliability 
¶ lower repair cycle times 

or constraints such as: 

¶ limited technician accessibility 

¶ cost of testing during manufacture 

The main purpose] of BIST is to reduce the complexity, and thereby decrease the cost and reduce 

reliance upon external (pattern-programmed) test equipment. BIST reduces cost in two ways: 

1. reduces test-cycle duration 

https://en.wikipedia.org/wiki/Integrated_circuit
https://en.wikipedia.org/wiki/Reliability_engineering
https://en.wikipedia.org/wiki/Repair_cycle
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2. Reduces the complexity of the test/probe setup, by reducing the number of I/O signals that 

must be driven/examined under tester control. 

PRSG: 

Linear Feedback Shift Register 

Shift register with input taken from XOR of state 

     pseudo-Random sequence generator. 
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