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INTRODUCTION

4.1 Combinational Circuits

Whmkvgtcpuanwmxtedtogﬂhﬂwpmdmawiﬁadmkxm
specified combinations of input variables, with no storage involved, the resulting crast s
called combinational logic. In combinational logic, the output variables are at all times
dependent on the combination of input variables,

A combinational circuit consists of input variables, logic gates, and output variables.
The logic gates accept signals from the input variables and generate output signals. This
process transforms binary information from the given input data to the required output
data. Fig. 4.1 shows the block diagram of a combinational circuit. As shown in Fig 4.1, the
combinational circuit accepts n-nput binary variables and generates output variables
depending on the logical combination of gates,

n input
variables

Fig. 4.1 Block diagram of a combinational circuit



4.2 Analysis Procedure |

The analysis of a combinational c‘:cuit is the procedure by which we can determine
the function that the circuit implements. In this procedure from the given circuit diagram
we have to obtain a set of Boolean functions for outputs of circuit, a truth table, or a
possible explaination of the circuit operation. Let us see the procedure to determine the
Boolean functions for outputs of circuits from the given circuit.

1. First make sure that the given circuit is combinational circuit and not the
sequential circuit, The ¢ tional circuit has logic gates with no feedback path
or memory elements.

2. Label all gate outputs that are a function of input variables with arbitrary symbols,
and determine the Boolean functions for each gate output

3. Label th h | |
¢ gates that are a function of input variables and previously labeled Rat

and determine the Boolean function for them. 1
4. Repeat the step 3 until the Boolean function for outputs of the circuit are obtaine

5. Finally, substituting previously defined Boolean functions, obtain the ou
Boolean functions in terms of input variables. ™



NEp Example 4.1 : Obtain the Boolean functions for outputs of the given circuit.
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DESIGN PROCDURE

1. The problem definition.
> The determination of number of available input variables and required .,

vanables.

3. Assigning letter symbols to input and output variables.

4. The derivation of truth table indicating the relationships between input and
variables.

5. Obtain simplified Boolean expression for each output.

6. Obtain the logic diagram.




mmp Example 4.2 : Design a combination logic circuit with three input variables thy; .,
produce a logic 1 output when more than one input variables are logic 1.

Solution : Given problem specifies that there are three input variables and one (o
variable. We assign A, B and C letter symbols to three input variables and assign Y Je

svmbol to one output variable. The relationship between input variables and oy
variable can be tabulated as shown in truth table 4.1.

H A B c Y
0 0 0 0
0 0 1 0
0 1 0 0
0 1 T 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1

e Table 4.1 Truth table




Now we obtain the sim

= : ing K-map
plified Boolean expression for output variable Y using
simplification.




ADDERS

4.4 Adders
Digital computers perform varlous arithmetic operations. The most basic operation, no
doubt, is the addition of two binary digits. This simple addition consists of four possible

dementary operations, namely,
0+0 = 0

0+1 = 1
140 l'l

1+]1 = lOg P
The first three operations produce a sum whose length is one digit, but when the last
operation is performed sum is two digits. The higher significant bit of this result is called
» carry, and lower significant bit is called sum. The logic circuit which performs this
aperation is called a half-adder. The circuit which performs addition of three bits (two
wgnificant bits and a previous carry) is a full-adder. Let us see the logic circuits to
perform half-adder and full-adder operationse?



4.4.1 Half Adder
The halfpdder operation needs two binary inputs : augend and addend bits; and two

binary outpits : sum and carry. The truth table shown in Table 4.2 gives the relation
between input and output varlables for half-adder operation.

A c‘"y
Inputs Outputs
B Sum

Yahia 4 2 Truth table for half-adder Fig. 4.6 Block schematic of half-adder



Sum = AB + AB
= A@B

Fig. 4.7 Maps for half-adder

Logic Diagram
A Limitations of Half-Adder :
- D—s"“ In multidigit addition we have to »4 e
bits‘ 'alongwith .the carry of previous g 0
Carry addition. Effectively such addition Bt

addition of three bits. This BW&S

Fig. 4.8 Logic diagram for half-adder half adder. Hence half-adders are mib:;:ith
practice. —

-




4.4.2 Full-Adder
Afun-adderisacombinaﬁmaldmtﬁt&mtfmmsﬁ\eaﬁﬁ\meﬁcsumofﬂueempm

oits. It consists of three inputs and two outputs. Two of the input variables, denoted by 4

mdB,repraauﬁEMosignﬁizntbitswbeadded.ﬂw&\hdinputhrepmh

carry from the previous lower significant position. The truth table for full-adder is shown
m Table 43.

'“"'—.‘LA -



N map simplification for carry and sum

For Canry (G, For Sum

Cou = ABYA C\,+B Gy, Sum = ABC, +ABC, +AB T +ABC,,
Fig. 410 Maps for full-adder

Logic Diagram
: =D
Y S — SO el — Dot
' =D
gm:D—_ gha:}__i

Fia. 4.11 S8um of product Implementation of full-adder



The Boolean function for sum can be further simplified as follows :
6um = A BC,+ABC,+ABC,+ABC,
= C, (AB+AB)+C, (AB+AB)
= C,(AOB)+C, (A® B)=C,(A® B)+ C, (A& B)
= C, ®(A® B)
With this simplified Boolean function circuit for full-adder can be implemented as
shown In the Fig, 412,

i, L sum

___;cED__

Fig. 4.12 Implementation of f

ull-adder



FULL ADDER WITH 2 HALF ADDERS

Digital Logic wesign —— adders and one OR g,

h two hﬂ"'
emented “:::' second half-adder is the exclusive.c,

giving

A tull-adder can also be impl
hown in the Fig. 413 The sum output
C,, and the output of the first half-adder,

Sum = Cn ®(A® o)
& C”Q(Aﬁ +AB)

. Cu(ABrAB)+ T (AB+AB)
Cm(ﬁ.ﬁ);@(,\ﬁﬂim

Co [(R+ B,.(A+§)]+§, (fﬁﬁ\ﬂ)
. C,(AB+AB+Ca(AB+AB)
ABC, + ABC, +ABTy +ABC,
- ABCy,+ABG, +ABG, +ABC;




the carry output 1S

Cout

AB + C, (AB+AB)

AB + A BC;, + ABC;,

AB (C,, + 1)+ ABC, + ABC;,
AB C, + AB + ABC;, + ABC;,
AB + A C,, (B+B)+ABC;,

AB + AC,. + ABC;

AB (C,, + 1) + A C,, + ABC,,
ABC, + AB + A C,, + ABC,,
AB + A C, + BC,, (A + A)

AB + A C, + BC,,







;.s Subtractors
The subtraction consists of four possible elementary operations, namely,
0-0 =0
0-1 = 1 with 1 borrow
1-0 =.1
1-1 0

In all operations, each subtrahend bit is subtracted
second operation the minuend bit is smaller than the
Just as there are half and full-adders,

from the minuend bit In case of
subtrahend bit, hence 1 is borrowed.
there are half and full-subtractors.

4.5.1 Half-Subtractor

A half-subtractor is a combinatio
and produces their difference. It a
Let us designate minuend bit as
A - B for al\l possible values of A

nal circuit that does the subtraction between two bits
lsohasanoutputtospedfyifalhasbeenborwwai
Aandthesubn'ahendbitasB.'ﬂ\emultofoperaﬁon
and B is tabulated in Table 4.4.




Inputs Outputs
A B Difference Borrow
0 0 0
0 1 1 1
Y, 0 1 0
1 1 0 0

Table 4.4 Truth table for half-subtractor
As shown in the Table 44, half-s

variables. The Boolean expression for the outputs of half-s
follows.

K-map simplification for half-subtractor

For Difference

For Borrow

Difference = AB + AB
=A®B

Fig. 4.14



Logic Diagram
Limitations of Half Subtractor -

A —o
. )D—— Difference In multidigit subtraction, we ha
subtract bit alongwith the borrgy, 0? ‘
previous digit subtraction. Effect 4
, Borrow such subtraction requires Subt; W.e :
_"D°__ between three bits. This is not =

with half-subtractor. POssib|

Fig. 4.15 Implementation of half-subtractor



4.5.2 Full-Subtractor
A full-subtractor is a combinational circuit that performs a subtraction between
twq

bits, taking into account borrow of the lower significant stage. This circuit has three ;

and two outputs. The three inputs are A, B and B;,, denote the minuend, subtrahendmm3
previous borrow, respectively. The two outputs, D and B, represent the differen, -
output borrow, respectively. The Table 4.5 shows the truth table for full-subtractor b

e ———

Inputs Outputs
A 8 Bin D Bout




K-map simplification of D and Bout

ForD

Bou = AB, +AB+BB,,

Fig. 4.18 Maps

for full-subtractor



Logic circuit

Fia. 417 Sum of product implementation of full-subtractor




w Q=7

First Half-Subtractor Second Half-Subtractor

Difference

out

Fig. 4.19 implementation of a full-subtractor with two half-subtractors and an OR gate



4.6 Binary Adder / Parallel Adder

We have seen, a single full-adder is capable of adding two one-bit numbers and an

input carry. In order to add binary numbers with more than one bit, additional full-adders
-bit, parallel adder can be constructed using number of full adder
arallel. Fig. 4.20 shows the block diagram of n-bit parallel -addf;
-adder circuits connected in cascade, i.e. the carry output of &
the carry input of the next higher-order adder.

must be employed. A n
circuits connected in p
using number of full
adder is connected to

8, 8, So
Fig. 4.20 Blogk diagram of n-bit parallel adder



o
It should be noted that either a half-adder can be used for the least sigrnficant pombvm

:ﬂiﬁam bit position.
s gxample 4.3 Design a 4-bit parallel adder using full adders

. Fig. 4.21 shows the block diagram and Fig, 4.22 shows logec vymbed for 40
pnﬂ“" sdder. Here, for least significant position, carry input of full-adder is made

By A B, A By A B A

Fig. 4.21 Block diagram of 4-bit full adder






- Eumpl; 44 : bmign an 8-bit adder using two 74283s.

Solution :
B, Bg BsB, A7 AgAsA, B3B2B1By A3 A A A
4-bit 4-bit
Cour = Parallel Adder Parallel Adder Ciro

74LS283 7415283
Sy S¢ S5 S4 S,S,S, S
& 2°1 9

—— =
Sum

Fig. 4.24



Fig. 4.24 shows how two 7415283 adders can be connected to add two 8-bit numbers,
The adder on the right adds the four least significant bits of the numbers. The Cous Output
of this adder is connected as the input carry to the first position of the second adder,
which adds the four most significant bits of the numbers. The eight sum Outputs represent
the resultant sum of the two 8-bit numbers, Cout7 is the carry out of the last position
(MSB) of the second adder. It can be used as an overflow bit or as a carry into another
adder stage if large binary numbers are to be handled.



4.10 Decimal Adder

The digital systems handles the decimal number in the form of binary coded decip,
numbers (BCD). A BCD adder is @ circuit that adds two BCD digits and produces ; sy
digit also in BCD. BCD numbers use 10 digits, 0 to 9 which are represented in the bip,
form 0000 to 1 0 0 1, i.e. each BCD digit is represented as a 4-bit binary number. wy,

we write BCD number say 526, it can be represented as

5 2 6
{ 4 ¢
0101 0010 0110

Here, we should note that BCD cannot be greater than 9.
The addition of two BCD numbers can be best understood by considering the th
cases that occur when two BCD digits are added. =



Sum Equals 9 or less with carry 0
Let us consider additions of 3 and 6 in BCD.

0 0 1 1 0 « BCDforé6
+ 3 0 01 1 « BCDfor3
9 10 0 1 « BCDfor9

The addition is carried out as in normal binary addition and the sum is 1 0 0 1, which
1s BCD code for 9.

Sum greater than 9 with carry 0
Let us consider addition of 6 and 8 in BCD

6 0.1 1 0 <« BCDforé
+ 8 1 0 0 0 « BCDfor8
14 1 1 1 0 & Invalid BCD number

The sum 1 | 10 is an invalid BC
two digits exceeds 9. Whenever this
81 (0110) in the invalid BCD numbe

f the
D number. This has occurred because the sum F’

r, a8 shown below




BCD for 6
BCD for 8

Invalid BCD number

Add 6 for correction

« BCD for 14



-y —v'v'
_ . ‘“M.“M¢
After addition of 6 carry is pProduced into the second decimal pesiton

M.quaIsOotlon with carry 1
Let us consider addition of 8 and 9 in BCD

N 1: 090 0 % BCD for A
s+ 9 i 0'0 11 = 3CD for 9
17 010 0O 1 0 0 0 1 « Incorrect BCD result

In this, case, result (0001 0001) is valid BCD number, but it i« incorrect. To get the
correct BCD result correction factor of 6 has to be added to the least significant digit sum,
5 shown below

8 1 0 0 0 « BCDfor8
+ 9 1 0 0 1 « BCDfor9
17 Ut 0 2 0 0 0 1 « Incorrect BCD result

+ 0 0 0 O 0 1 1 0 « Addé6 for correction

RIY 9 1 0 1 1 1 « BCDfor1?



Going through these three cases of BCD addition we can summarise the BCD addition
procedure as follows :

1. Add two BCD numbers using ordinary binary addition.

2. If four-bit sum is equal to or less than 9, no correction is needed. The sum is in
proper BCD form.

3. If the four-bit sum is greater than 9 or if a carry is generated from the four-bit
sum, the sum is invalid.

4. To correct the invalid sum, add 0110, to the four-bit sum. If a carry results from
this addition, add it to the next higher-order BCD digit.

Thus to implement BCD adder we require :4-bit binary adder for initial addition

* Logic circuit to detect sum greater than 9 and
* One more 4-bit adder to add 0110, in the sum if sum is greater than 9 or carry
is 1.
The logic circuit to detect sum greater than 9 can be determined by simplifying the
boolean expression of given truth table.



decoder

A decoder is a multiplesinput, multiple-output logic circuit which converts coded
nputs into coded outputs, where the Input and output codes are different. The input code
generally has fewer bits than the output code, Each input. code word produces a different
output code word, ie, there is one-to-one mapping from input code words into output
oode words. This one-to-one mapping can be expressed in a truth table.

The Rig. 442 shows the general structure of the decoder circuit. As shown in the
Aig 442, the encoded information is presented as n inputs producing 2" possible outputs.
The 2" output values are from 0 through 2" - 1. Sometimes an n-bit binary code is



truncated to represent fewer output values than

2". For example, in the BCD code, the 4-bit

combinations 0000 through 1001 represent the
Possible  decimal digits 0-9, and combinations 1010
2" outputs through 1111 are not used. Usually, a decoder

is provided with enable inputs to activate

decoded output based on data inputs. When

any one enable input is unasserted, all outputs
Fig. 4.42 General structure of decoder f decoder are disabled.




4.13.1 Binary Decoder

A decoder which has an n-bit binary input code and a one activated output out-of-2"
Output code is called binary decoder. A binary decoder is used when it is necessary to
dctivate exactly one of 2" outputs based on an n-bit input value,

Fig. 443 shows 2 to 4 decoder. Here, 2 inputs are decoded into four outputs, each
Output representing one of the minterms of the 2 input variables. The two inverters
Provide the complement of the inputs, and each one of four AND gates generates one of

the minterms.



E2E:
:_ L D._— Yo=AB
= D—- Y,=KB
§

— ) Y,=AB
- .
D—— Y,=A B
Enable (EN)

Fig. 4.43 2-to-4 line decoder



The Table 4.9 shows the truth table for a 2-to-4 decoder. As shown in the truth table, if
enable input is 1 (EN = 1), one, and only one, of the outputs Y, to Y,, is active for a given
input. The output Y, is active, i.e. Y, = 1 when inputs A = B = 0, the output Y, is active
when inputs A =0 and B = 1. If enable input is 0, i.e. EN = 0, then all the outputs are 0.

, Inputs | Outputs
i 0 . Y3 Y2 Y4 Yo
0 X X 0 0 0 0
1 0 0 0 0 0
L 4 0 1 0 0
1 1
0 0 0
: 1 1 0 0

Table 4.9 Truth table for a 2-to-4 decoder



W= Example 4.10 : Dyaw the circuit for 3-to-8 decoder and explain.

: ight
outputs, each output rep line decoder. Here, 8 inputs are decod et

resent one of the minterms of the 3-input variables. Th® tes

A 8 c
! [
#K ]*. #
' 8 § "
* ..__fi_)_-v,,-xsc
I Y=ABC
\

‘4 Y,ABT
— Yy*ABC
"_i_)_y,.uc
‘ - I Ys=ABC
+ el mteast
‘»_Q—Y-,-ABC

Enable (EN)
Fig. 4.44 3:8 line decoder



g = ololo o|lo
4?
|lo ole|o olo
- -
>l o o|lo olo
- LT
| o o olo
mv.AO = clo
i olo|o o|lo
Y‘o olo| o o
| ololeo =
JT
Q| X ol~|© ol
m| X WU-OAT«.Q.
T
< | X olo| - -l
.74..
7.a0 2 L )
;

Table 4.10 Truth table for a 3-10-8 degoder




Encoder

antsomalstrucunnofmeodu

An encoder is a digital drcuit that
performs the inverse operation of a decoder
An encoder has 2" (or fewer) input lines and
n output lines. In encoder the output lines
generate the binary code corresponding to
the input value. The Fig 458 shows the
general structure of the encoder circuit. As
shown in the Fig. 458, the decoded
information is presented as 2" inputs
producing n possible outputs.



4141 Decimal to BCD Encoder

n\ededmalmBCDa\coder, usuall
decodeddedmaldalaactsasan
on the four output lines.

w47 It
The Fig. 4.59 shows the logic symbol for decimal to BCD encoder 1C, lcwii: it
has nine input lines and four output lines. Both input and output lines are ass

3 When thus
low. It is important to note that there is no input line for decimal zero.
condition occurs, all output |

7 ic shown I
ines are 1. The function table for the 74xx147 15 S
Table 4.16.

5. The
y has ten input lines and four output' lmé\-l‘,ue
input for encoder and encoded BCD output is aval
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O w2 >»

© 0 N O O » W
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Fig. 4.59 Logic symbol for 74xx147 (Decimal to BCD encoder)
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Truth table for decimal to BCD encoder

ion

Table 4.16

* indicates don't care cond



4.14.3 Priority Encoder

A priority encoder is an encoder circuit that includes the priority function. In prionty
encoder, if two or more inputs are equal to 1 at the same time, the inpuf having the
highest priority will take precedence,

Table 4.18 shows truth table of 4-bit priority encoder.

Inputs Outputs

5 10 8 | 05 1 Y 'k

0 0 0 0 X x

1 0 0 0 0 0

X 1 0 0 0 1

X X 1 0 1 0
LA LA L2 ) el i

Table 4.18 Truth table of 4-bit priority encoder




Table 418 shows D, mput with highest priority and [, input with lowest prior
When D, input i Nigh, regardiess of other inputs output i 11. The D, has the
poRnty Mmo,.odo,-l.mdhsdoﬂfvmmrm,\. e
cutput i 10 The output for D, is generated only if higher priority inputs are 0. and <,
“"W"“\'abdouwiM)m“*“m({‘hmwuanmn‘
Han-mma\'isqqnnllo(\udhodﬂmow!pms(\\mdY,)onhenmm,
not used

For V

0.0,
0001 0 O 1
0] 0 1 1) |




03 O,

D, Dy

Fig. 4.62 (b)



4.15 Multiplexers

Multiplexer is a digital switch. It allows digital information from several sources to be
routed onto a single output line, as shown in the Fig. 4.65. The basic multiplexer has
several data-input lines and a single output line. The selection of a particular input line is

controlled by a set of selection lines.

Source A ——o _Select switch Normally, there are 2" _input lines ancj_’n_
selection lines wHose bit combinations
Source B ——o \ Data  determine which input is  selected.
SOUDS C e Enable Ouiput Therefore, multiplexer is 'many into one
switch and it provides the digital equivalent of

Source D ~————go

an analog selector switch.

Fig. 4.65 Analog selector Switch



Fig 4.66 (a) shows 4-to-1 line multiplexer. Each of the four lines, D, to D,, is ap
to one input of an AND gate. Selection lines are decoded to select a particular AN 22

: =

0, ! - Y
0, @_é}—
D
L&A

Sy

(a) Logic diagram



S, Sy ) 4

0 0 Dy WP —— Qutput
. : 2 Enable

1 0 D, input

1 1 D,

Select inputs

(b) Function table (c) Logic symbol

Fig. 4.66 4-to-1 line multiplexer



_ For example, when S5, = 0 1, the AND gate associated with data input D, has two of
is inputs equal to 1 and the third input connected to D,. The other three AND gates have

at least one input equal to 0, which makes their outputs equal to 0. The OR gate output

20';’0 eql(-)la‘l to the value of D,, thus we can say data bit D, is routed to the output when
l - .

In some cases, two or more as
’ multiplexe i ckage.
shown in the Fig. ultiplexers are enclosed within one IC packag

67. ' : . o, four
L it C4 67. The Fig. 4.67 shows quadruple 2-to-1 line multiplexer, i€ ™

apable of selectin o celected
be equal to either A, or B,. g one of two input lines. Output Y, can be

Similarly output Y B,, and 50 "
The selection | 2 may have the value of A, or by an® ™
1on line § selects one of two lines in all four multiplexers. The control inptt

enables the ; .
2ot - multiplexers in the 0 state and disables them in the 1 state. When
puts have all 0's, regardless of the value of S

-
-




wp Example 4.20 : Implement the following Boolean function using # 1 MIIX
F(P,QR 8)=Zm(0,13 4, 89 15
m: 4.76M|uwimpl¢mmtaumdpvmﬂmlmfmamw‘3
multiplexer, -
OQ:P\ Oy | Oy [ Ou | Os | Os | O
|0 |O|®]s]e |7
Al@[@[vw|n|2|v|w|®

e T W S TR e T

Fig. 4.76 (a) implementation table

D,

S, S
0
|
8

y

—Fig. 4.76 (b) Ilﬁitiphxer Implementation




=) Example 4.21 : Implement the following Boolean function using 4 : 1 MUX
HA,B,C,D)=Zm(0,1,2, 4, 6,9, 12, 14)

: ' - To implement this function we require 8 : 1
multiplexer. ie., two 4 :1 multiplexers. We have already seen how to construct 8 : 1
multiplexer using two 4 : 1 multiplexers. The same concept is used here to implement
given Boolean function.

Fig. 4.77 (a) Implementation table
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4.16 Demuiltiplexers

A demultiplexer is a circuit that receives information on a single line and
hMmdeMhuwm.ﬂnMde'h
controlled by the values of n selection lines. Fig. 4.81 shows 1 : 4 demultiplexer. The .
mMD.M.Mdeanpub,but&ch\pmh\fonnaﬁmhdiw
only one of the output lines.

&
s

§ 1
x

- Ol O O] ©

- =10 Q|IX

H

1+ —

s,
X
0
0
0
0
1
1
1
1

- =lo o




8- 481 (a) Logic dlagram



s, 8,
Fig. 4.81 (b) Logic symbol



mp Example 4.25 : Design 1 : 8 demultiplexer using two 1 : 4 demultiplexers.

solution : The cascading of demultiplexers is similar to the cascading of decoder. Fig. 452
shows cascading of two 1 ; 4 demultiplexers to form 1 : 8 demultiplexer.




Flip Flops

A digital computer needs devices which can store information. A flip flop is a binary
storage device. It can store binary bit either 0 or 1. It has two stable states HIGH and
LOW i.e. 1 and 0. It has the property to remain in one state indefinitely until it is directed
by an input signal to switch over to the other state. It is also called bistable multivibrator.

The basic formation of flip flop is to store data. They can be used to keep a record or
what value of variable (input, output or intermediate). Flip flop are also used to exercise
control over the functionality of a digital circuit i.e. change the operation of a circuit
depending on the state of one or more flip flops. These devices are mainly used in
situations which require one or more of these three.

Operations, storage and sequencing.
Latch Flip Flop

The R-S (Reset Set) flip flop is the simplest flip flop of all and easiest to understand. It is
basically a device which has two outputs one output being the inverse or complement of
the other, and two inputs. A pulse on one of the inputs to take on a particular logical
state. The outputs will then remain in this state until a similar pulse is applied to the
other input. The two inputs are called the Set and Reset input (sometimes called the
preset and clear inputs).

Such flip flop can be made simply by cross coupling two inverting gates either NAND or
NOR gate could be used Figure 1(a) shows on RS flip flop using NAND gate and Figure
1(b) shows the same circuit using NOR gate.



Clock

pulse

NAND Latch

SR Flip Flop Using NAND Latch

R
Q
CLK —¢
Ql
S

Figure 1: Latch R-S Flip Flop Using NAND and NOR Gates

To describe the circuit of Figure 1(a), assume that initially both R and S are at the logic
1 state and that output is at the logic O state.

Now, if Q = 0 and R = 1, then these are the states of inputs of gate B, therefore the
outputs of gate B is at 1 (making it the inverse of Q i.e. 0). The output of gate B is
connected to an input of gate A so if S = 1, both inputs of gate A are at the logic 1 state.
This means that the output of gate A must be 0 (as was originally specified). In other
words, the 0 state at Q is continuously disabling gate B so that any change in R has no
effect. Also the 1 state at |__L't;is continuously enabling gate A so that any change S will be
transmitted through to Q. The above conditions constitute one of the stable states of the
device referred to as the Reset state since Q = 0.



Now suppose that the R-S flip flop in the Reset state, the S input goes to 0. The output
of gate A i.e. Q will go to 1 and with Q = 1 and R = 1, the output of gates B (EL\; will go to
0 with G;now 0 gate A is disabled keeping Q at 1. Consequently, when S returns to the
1 state it has no effect on the flip flop whereas a change in R will cause a change in the
output of gate B. The above conditions constitute the other stable state of the device,
called the Set state since Q = 1. Note that the change of the state of S from 1 to O has
caused the flip flop to change from the Reset state to the Set state.

There is another input condition which has not yet been considered. That is when both
the R and S inputs are taken to the logic state 0. When this happens both Q and |__L't;will
be forced to 1 and will remain so far as long as R and S are kept at 0. However when
both inputs return to 1 there is no way of knowing whether the flip flop will latch in the
Reset state or the Set state. The condition is said to be indeterminate because of this
indeterminate state great care must be taken when using R-S flip flop to ensure that
both inputs are not instructed simultaneously.

Table 1: The truth table for the NAND R-S flip

flop

Initial Inputs .

Conditions (Pulsed) STl SLpR

Q S R Q

1 0 0 indeterminate

1 0 1 1 0
1 1 0 0 1
1 1 1 1 0
0 0 0 indeterminate

0 0 1 1 0
0 1 0 0 1
0 1 1 0 1

or more simply shown in Table 2

Table 2: Simple NAND R-S Flip
Flop Truth Table

S R Q

0 O indeterminate
0 1 Set(1)

1 0 Reset(0)

1 1 No Change



When NOR gate are used the R and S inputs are transposed compared with the NAND
version. Also the stable state when R and S are both 0. A change of state is effected by
pulsing the appropriate input to the 1 state. The indeterminate state is now when both R
and S are simultaneously at logic 1. Table 3 shows this operation.

Table 3: NOR Gate R-S Flip Flop
Truth Table

S R Q

0 No Change

1 Reset (0)
0 Set(1)
1

0
0
1
1 Indeterminate

Clocked RS Flip Flop

The RS latch flip flop required the direct input but no clock. It is very use full to add clock
to control precisely the time at which the flip flop changes the state of its output.

In the clocked R-S flip flop the appropriate levels applied to their inputs are blocked till
the receipt of a pulse from an other source called clock. The flip flop changes state only
when clock pulse is applied depending upon the inputs. The basic circuit is shown in
Figure 2. This circuit is formed by adding two AND gates at inputs to the R-S flip flop. In
addition to control inputs Set (S) and Reset (R), there is a clock input (C) also.

c 5 R G NQ HOR

o X X [SL [0 (store)

1 0 0 L ) (store)

1 Q 1 o] 1

1 1 [+] 1 Q

1 1 1 o] Q forbiddery

Figure 2: Clocked RS Flip Flop



Table 4: The truth table for the Clocked R-S
flip flop
Initial Inputs Final

Conditions (Pulsed)Output ~°mment

Q S R Q(t+1) NocChange

0 O 0O O No Change

0 O 1 O Clear Q

0 1 0 1 Set Q

0 1 1 ?2?? indeterminate
1 0O 0 1 No Change

1 O 1 O Clear Q

1 1 0 1 Set Q

1 1 1 2?2?? indeterminate

The excitation table for R-S flip flop is very simply derived as given below

Table 5: Excitation table for R-S

Flip Flop

S R Q

0 O No Change

0 1 Reset(0)

1 0 Set(1)

1 1 Indeterminate

D Flip Flop

A D type (Data or delay flip flop) has a single data input in addition to the clock input as
shown in Figure 3.
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Figure 3: D Flip Flop

Basically, such type of flip flop is a modification of clocked RS flip flop gates from a
basic Latch flip flop and NOR gates modify it in to a clock RS flip flop. The D input goes
directly to S input and its complement through NOT gate, is applied to the R input.

This kind of flip flop prevents the value of D from reaching the output until a clock pulse
occurs. The action of circuit is straight forward as follows.

When the clock is low, both AND gates are disabled, there fore D can change values
with out affecting the value of Q. On the other hand, when the clock is high, both AND
gates are enabled. In this case, Q is forced equal to D when the clock again goes low,
Q retains or stores the last value of D. The truth table for such a flip flop is as given
below in table 6.

Table 6: Truth table
for D Flip Flop
SRQ(t +1)

000

011

100

111

The excitation table for D flip flop is very simply derived given as under.



Table 7:
Excitation
table for D
Flip Flop

S Q
0 0
1 1

JK Flip Flop

One of the most useful and versatile flip flop is the JK flip flop the unique features of a
JK flip flop are:

1. If the J and K input are both at 1 and the clock pulse is applied, then the output
will change state, regardless of its previous condition.

2. If both J and K inputs are at 0 and the clock pulse is applied there will be no
change in the output. There is no indeterminate condition, in the operation of JK
flip flop i.e. it has no ambiguous state. The circuit diagram for a JK flip flop is
shown in Figure 4.

Toggles on leading edge SR flip-flop
of clock signal !
= e T
J @ | S }
J — J-K —-) s : : )° e Q
Hip-flop R | |
Ck o—> Clke— | t
| 1
; | ‘
Ko— 00 ke ,—D | e
e e |
Symbol Circuit

Figure 4. JK Flip Flop
WhenJ=0and K=0

These J and K inputs disable the NAND gates, therefore clock pulse have no effect on
the flip flop. In other words, Q returns it last value.

When J=0and K =1,



The upper NAND gate is disabled the lower NAND gate is enabled if Q is 1 therefore,

=1)if not already in that state.

flip flop will be reset (Q =0,

WhenJ=1and K=0

The lower NAND gate is disabled and the upper NAND gate is enabled if _— Tis at 1,

= 0) if not already set

As a result we will be able to set the flip flop (Q =1,
WhenJ=1land K=1

If Q = 0 the lower NAND gate is disabled the upper NAND gate is enabled. This will set
the flip flop and hence Q will be 1. On the other hand if Q = 1, the lower NAND gate is
enabled and flip flop will be reset and hence Q will be 0. In other words , when J and K
are both high, the clock pulses cause the JK flip flop to toggle. Truth table for JK flip flop
is shown in table 8.

Table 8: The truth table for the

JK flip flop

Initial Inputs Final
Conditions (Pulsed) Output
Q S R Q(t+1)
0 0O O 0

0 0 1 0

0 1 0 1

0 1 1 1

1 0O O 1

1 0 1 0

1 1 0 1

1 1 1 0

The excitation table for JK flip flop is very simply derived as given in table 9.

Table 9: Excitation
table for JK Flip
Flop

SRQ

00 No Change
010

101

11 Toggle



T Flip Flop

A method of avoiding the indeterminate state found in the working of RS flip flop is to
provide only one input ( the T input ) such, flip flop acts as a toggle switch. Toggle
means to change in the previous stage i.e. switch to opposite state. It can be
constructed from clocked RS flip flop be incorporating feedback from output to input as
shown in Figure 5.

T Flip Flop Circuit 74HC74
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Figure 5: T Flip Flop

Such a flip flop is also called toggle flip flop. In such a flip flop a train of extremely
narrow triggers drives the T input each time one of these triggers, the output of the flip
flop changes stage. For instance Q equals 0 just before the trigger. Then the upper
AND gate is enable and the lower AND gate is disabled. When the trigger arrives, it
results in a high S input.

This sets the Q output to 1. When the next trigger appears at the point T, the lower AND
gate is enabled and the trigger passes through to the R input this forces the flip flop to
reset.

Since each incoming trigger is alternately changed into the set and reset inputs the flip
flop toggles. It takes two triggers to produce one cycle of the output waveform. This



means the output has half the frequency of the input stated another way, a T flip flop
divides the input frequency by two. Thus such a circuit is also called a divide by two
circuit.

A disadvantage of the toggle flip flop is that the state of the flip flop after a trigger pulse
has been applied is only known if the previous state is known. The truth table for a T flip
flop is as given table 7.

Table 7: Truth table

for T Flip Flop

Qn T  Qn+tl
0 0 0

0 1 1

1 0 1

1 1 0

The excitation table for T flip flop is very simply derived as shown in Table 8.

Table 8:
Excitation table
for T Flip Flop

Generally T flip flop ICs are not available. It can be constructed using JK, RS or D flip
flop. Figure 6 shows the relation of T flip flop using JK flip flop.
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Figure 7: JK & D Flip Flop Connected as T Flip flop

A D-type flip flop may be modified by external connection as a T-type stage as shown in
Figure 7. Since the Q logic is used as D-input the opposite of the Q output is transferred
into the stage each clock pulse. Thus the stage having Q - 0 transistors q = 1, Providing
a toggle action, if the stage had Q = 1 the clock pulse would result in Q = 0 being
transferred, again providing the toggle operation. The D-type flip flop connected as in
Figure 6 will thus operate as a T-type stage, complementing each clock pulse.

Master Slave Flip Flop

Figure 8 shows the schematic diagram of master slave J-K flip flop
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Figure 8: Master Slave JK Flip Flop

A master slave flip flop contains two clocked flip flops. The first is called master and the
second slave. When the clock is high the master is active. The output of the master is
set or reset according to the state of the input. As the slave is incative during this period
its output remains in the previous state. When clock becomes low the output of the
slave flip flop changes because it become active during low clock period. The final
output of master slave flip flop is the output of the slave flip flop. So the output of master
slave flip flop is available at the end of a clock pulse.



