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Chapter 1
Introduction: Situating Drones in Surveillance 
Societies

Aleš Završnik

The object of this book is to shed light on the growing regulatory framework for 
“drones”, on the one hand, and on the accompanying moral and political landscape 
and knowledge production process related to drones on the other. The regulatory 
framework relevant for drones is multifaceted, and the book sheds light on the rel-
evant aspects of privacy and personal data protection law, aviation law, public inter-
national law, media law and migration law—in several countries. The charted moral 
and political landscape of drones employed in various contexts (e.g. in war and in 
peace, by commercial and noncommercial users, in national and international con-
texts) offers insight into the wider picture of “security theatre” (Schneier 2003) and 
“surveillance games” in the contemporary “big data” society. In more general terms, 
drones are also used as a point of departure for mapping the knowledge production 
process in contemporary societies: Should we ground political decisions on social, 
psychological and anthropological considerations (“deep ontology”), or should we 
ground such decisions on the stockpile of data (“on the surface”) gathered from 
various sensing and recording devices, including drones? While the book dissects 
the complex and geographically and substantially diverse regulatory frameworks, 
it sheds light on regulatory processes permeated with the contrasting interests and 
values of multiple stakeholders. In such a manner, the book sheds lights on both the 
legal and social implications of “drones” for security and surveillance.

As definitions are crucial for any regulation, discussions about “drones” in the 
book are, more precisely, discussions about “unmanned aircrafts”, defined as aero-
dynamic flying systems that can be piloted remotely via a joystick or digital in-
terface supported by different levels of automatic control (Houses of Parliament 
2014). As such aircrafts are supported by infrastructure, such as control stations and 
data links, the book likewise uses the term “unmanned aircraft systems” (UAS), 
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and, moreover, “aircraft systems” as in most cases aircrafts are not yet completely 
unmanned, but with operators on the ground instead of on board; thus, policymak-
ers have also termed the technology “remotely piloted aircraft systems—RPAS” 
(European Commission (EC) 2012).

Drones come in all sorts of sizes, ranging from robotic moths and hummingbirds, 
to Boeing’s Phantom Eye with its 150-ft wingspan that can cruise at 65,000 ft for 
up to 4 days. They come in all sorts of shapes (helicopter-like with rotary blades, 
airplane-like with fixed wings, zeppelin- or balloon-like and insect- and bird-mim-
icking devices—for the latter see, e.g., the Nano unmanned aerial vehicle (UAV) 
“Black Hornet”, BBC 2013) and are used for a variety of purposes: from killing 
people on the basis of their abstract behaviour (“signature strikes”) in Yemen, to 
filming wedding ceremonies in churchyards—and everything in between, for ex-
ample, peering into hurricanes (e.g. NASA Global Hawk, Gannon 2014), support-
ing construction site planning and mapping cemeteries (Crowe 2015). They are 
used for commercial and noncommercial purposes. Ordinary citizens, hobbyists 
and do-it-yourself (DIY) enthusiasts use them; governments use them to execute 
“adversaries” in remote areas of the planet and for search and rescue operations; 
and corporations employ them to deliver pizzas or parcels (DHL and Amazon being 
at the forefront of this game, see Hern 2014 Amazon 2013). Drones are used for 
“registering” data (by looking, measuring, smelling or otherwise sensing airborne 
chemicals, pathogens and radioactive materials, or for reconnaissance) and for car-
rying payloads (letters, medicine, blankets for refugees or bombs). They can fly 
alone or in swarms (D’Andrea 2013). They can keep track of anything or anyone 
equipped with a radio frequency identification tag (wildlife, livestock, a suspect’s 
vehicle) and, increasingly, also anything or anyone without a tag, based solely on 
“smart” vision. They can be visible or “hidden in plain sight”, such as drones that 
mimic the size and behaviour of bugs and birds that are indistinguishable from the 
real thing (Spaeth 2013). With the advent of new applications, it would seem, at 
least for the time being, that the list is endless.

What makes drones an interesting object of inquiry is that they have triggered 
diametrically opposing reactions—enthusiastic acceptance on the one hand and re-
lentless opposition on the other. From the first perspective, drones are perceived as 
technology that will transform the way we live and work. In her keynote address at 
a conference on remotely piloted aircraft systems that adopted the “Riga Declara-
tion on Civil Drones” (6 March 2015), the European Union (EU) Commissioner 
for Transport, Violeta Bulc, stated that drones will change our lives and businesses 
(Bulc 2015). Drones are here to stay, she stated. They are supposed to boost creativ-
ity and create jobs. The EC (2012), for instance, claims drones will be “creating new 
markets of aerial services, in the same way that the iPad created an entirely new 
and unpredicted market for mobile data services” (EC 2012). Similarly, Internet 
giants, such as Google (Etherington 2014) and Facebook with its Connectivity Lab 
(Lapowsky 2014) are mapping out a very bright future for drones, and they have 
acquired companies developing drones as proxy satellites for delivering Internet 
connectivity to remote places.
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Others perceive drones in a dystopian fashion. One commentator in the New 
York Daily stated, “this is worse than communism […] America wake up, do not 
let government do this to you […] You will be watched 24/7, from sun up to sun 
down” (Kuruvilla 2013). A study on the public perception of drones in the USA 
showed that 63 % of respondents feel it would be a change for the worse if the USA 
were to open its skies to personal drones, while 22 % think it would be a change 
for the better (Smith 2014). In a Reuters/Ipsos poll (Scott 2015), 42 % of more than 
2000 respondents said that they oppose private ownership of drones and expressed 
concerns about safety and privacy. Despite the fact that our privacy is far more vul-
nerable in the face of surreptitious phone photography/video, closed-circuit televi-
sion (CCTV) and ubiquitous Internet tracking than it is due to a conspicuous noisy 
device hovering in plain sight (Scott 2015), concerns over “killing robots” and pri-
vacy violations dominate public discussions about drones. “It seems we fear more 
fanciful tragedies than the regular ones—those that come at us in ways we have not 
yet accepted as commonplace” (Cobb 2015).

On the spectrum from techno-dystopian to techno-enthusiast views, one can find 
techno-libertarian views—concerned with fundamental liberties and minimal in-
terventions by the state in the private lives of citizens—as well as techno-sceptical 
views—expressing doubts that technical paraphernalia can improve our “lives and 
business”.

The huge emotional charge felt in the face of drones has also led to “instrumen-
tal” uses of drones. The fear associated with drones is a mechanism that breeds at-
traction—the more bizarre the invention, the more attention it gets. For instance, a 
company in Singapore wants to introduce “drone waiters” in restaurants that could 
lift a load of 2 kg—the argument being that “in Singapore food is a national obses-
sion” and the only way to address the shortage of waiters is to introduce drones 
to help satisfy the insatiable clients (Wong 2015). The image of drones whizzing 
above clients’ heads with napkins flying all around is just a gimmick, but it nev-
ertheless attracted the attention of “respectable” global media (see BBC report in 
Wong 2015).

From flying “drone waiters” to flying “drone pets” (e.g. by turning dead cat into 
a drone, Price 2015), the intense approvals or repulsions show how drones raise 
important human values—the more important the value, the more mental energy is 
attached to the technology.

Situating Drones

Drone technology forms a part of several legal and social developments that are 
at work in contemporary Western societies. The development of the “Internet of 
Things”—an infrastructure in which billions of sensors are embedded in com-
mon, everyday devices in order to record, process, store and transfer data—carries 
an incentive to digitise all sorts of information from our immediate environment, 
such as from smart grids and even refrigerators (McOwan and McCallum 2014). 
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It normalises the idea of extensive data collection and processing of data, and fu-
els the development of drones as all-sensing machines collecting all sorts of data. 
This is closely linked to the notions of “pervasive” and “ubiquitous” computing, as 
stated by Article 29 Data Protection Working Party in the Opinion on the Internet 
of Things (Article 29 Data Protection Working Party 2014). “Wearable comput-
ing”—the concept of wearing recording devices and even putting them into apparel 
(Kaplan 2015)—similarly reflects the contemporary obsession with data, which 
bears strong moral consequences. The functioning of our bodies is monitored in 
order to disclose “weakness” and anticipate “health issues”. The subject thus has to 
refashion behaviour—“act now or bear the consequences”. This is done in a suppos-
edly neutral manner in a “direct” translation of nature (bodies) via “wearable gad-
getry” to the desired type of behaviour. These technologies can help, for instance, 
the visually impaired sense objects around them. However, the technologies may 
increase surveillance of our daily lives (“dataveillance”, Clarke) to the levels of the 
darkest dystopian science fiction novels. Additionally, such gadgetry orders how to 
(or not to) act and behave as the “numbers do not lie”.

Drones represent a part of these “things” that collect, store and process large 
quantities of data that are then here to be acted upon. They abolish narrative and 
subjectivity and introduce data doubles or “dividuums” (Deleuze 1995) that no lon-
ger need to speak—as the “data speaks for itself”. Bodies become “coded” and 
function as “passwords” as they do not lie (Franko Aas 2006). The recent develop-
ments show the proximity of both trends—wearable computing and drones—when 
drones themselves become wearable (e.g. Nixie 2014).

Related to the above-mentioned trends is the development of the “big data” 
paradigm: the idea of being able to mine a large quantity of diverse data—either 
machine-readable or user-produced—in real (or near-real time) to make “informed” 
decisions about the future. The central idea of “big data”, usually defined as the use 
of a greater volume of a great variety of data with greater speed, is the production of 
“actionable” data, or more precisely, to predict the future. Algorithmic predictions 
have entered various domains of our lives, including security—IBM’s Blue Crush 
produces probability reports for crime yet to be committed (IBM 2015)—and the 
criminal justice system (Labi 2014).1

Drones used for intelligence purposes, similarly, produce what has been dubbed 
“big drone data” (Ackerman 2013). Big drone data is used to create collision de-
tection systems, where algorithms can turn the imagery collected by cameras into 
something the drones can use. Besides the human problem of managing the enor-
mous amount of data that Predators, Reapers, Global Hawks and Sentinels are gen-
erating (e.g. see the ARGUS-IS system, i.e. the Autonomous Real-Time Ground 
Ubiquitous Surveillance Imaging System, Limer 2013), there is a risk of fishing 
expeditions similar to the one stemming from “big Internet data”. Like server farms 

1 The author of algorithm for predicting which of the 50,000 parolees would commit a serious 
crime within 2 years claims: “I use tens of thousands of cases to build the system, [as well as] 
asymmetric costs of false positives and false negatives, real tests of forecasting accuracy, the dis-
covery of new forecasting relationships, and yes, machine learning” (Labi 2014).
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in the cyber surveillance domain, “big drone data” will enable ex post facto process-
ing of data (e.g. looking back into the past for traces of the suspect). Technologies 
such as Wide Area Airborne Surveillance (WAAS) and the ARGUS-IS developed 
by the Defense Advanced Research Projects Agency (DARPA) enable the clock to 
be rewound.

In answering the central challenge of how to mine mountains of surveillance 
data, the drone industry even looks to reality TV production and CCTV surveillance 
to learn how to improve “extensive processing, exploitation, and dissemination” 
power, which is essential for converting the raw data collected into usable intel-
ligence (RAND Corporation 2012).2

Law enforcement drones disclose another two shifts in the security domain—a 
shift towards private or “for-profit” policing and a shift towards “preventive” justice. 
As Beck (2002) puts it when addressing the risks, we are talking about calculating 
the incalculable, colonising the future. Drones fit perfectly into this “pre-emptive” 
paradigm—a “pre-emptive” criminal justice model (Zedner 2007) or “preventive” 
law enforcement (Cole and Lobel 2007). As tools for collecting large quantities of 
data, such as the above-mentioned ARGUS-IS system, drones furthermore facilitate 
“intelligence-led” policing that has become a template for all police work (Lemieux 
2008). Drones can be used as platforms for other police tactics and methods. The 
police could, for instance, use a stingray—which simulates a cell phone tower in 
order to trick nearby mobile devices into connecting to it and revealing their loca-
tion—and attach it to a drone. It is only a matter of degree and economic rationale to 
nudge the idea into reality (e.g. Cessna planes are already used for such purposes).

In the immigration domain, border policing drones are entering a highly con-
troversial area that is extensively debated in this book. Border policing has signifi-
cantly changed in the past 30 years due to increasing global inequality in wealth. 
The “Western” countries (“Global North” countries) have employed pre-emptive 
and fortification strategies of border control, for example, by building “Digital For-
tress Europe” as critics of the EU’s immigration policy have claimed, by protecting 
the shores with exterritorial detention camps (e.g. Australia), or with new walls (e.g. 
between the USA and Mexico and between Bulgaria and Turkey—this time to keep 
people out of the country). In such an immigration policy landscape, border polic-
ing drones are used to create a “pre-frontier intelligence picture”—with the Euro-
sur intelligence system developed by the European agency Frontex (i.e. European 
Agency for the Management of Operational Cooperation at the External Borders 
of the Member States of the EU) being but a typical example of such immigration 
policy development.

Drones enter the domain of a new “spatial Web 3.0”. By providing location data 
on the items or people recorded, they complement the ubiquitous monitoring de-
vices that are forming a new geolocation services market. The estimations are that 
there will be 1 billion devices with built-in satellite receivers in 2015 and projec-

2 Drone operations and Reality Television Production exploit multiple streams of motion imagery 
in near-real time; both of them operate 24/7 for extended periods, and both of them dynamically 
re-task and cross-cue sensors.
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tions are that this will increase up to 3 billion in 2020 (Radovan 2015). Geolocation 
services are already used for automobile navigation and online cartography, and 
50 % of Internet users already use online maps (Radovan 2015).

Drones are used as platforms for carrying specific sensors applied in the de-
velopment of new visualisation techniques. It is not only that they are becoming 
fully autonomous, with auto piloting systems and drone collision detection systems 
(Finley 2015), they also raise a variety of normative questions related to responsi-
bility and liability: If a drone “decides” to crash into a building in order to avoid a 
collision with a plane, who is responsible for such a decision built into the drone 
computer algorithm? They also are components of the testing of detection systems 
within the robotics industry.

The toy industry and drone hobbyists are beating the military–industrial complex 
at its own game. DIY enthusiasts want to make drones cheap, available and ubiq-
uitous. Their open source and community-based endeavours resemble to a great 
extent the early development of the Internet with start-ups in garages—a particular 
digital version of the “American dream” where everyone can achieve success with 
“honest hard work”. Like the early personal computer movement, the main use of 
drones at this point is experimentation—simple, geeky fun. As Wired forecasts, just 
as the 1970s saw the birth and rise of the personal computer, this decade will see 
the ascendance of the personal drone (Anderson 2012). We are entering the “Drone 
Age” (Anderson 2012) and a “gold rush on drones” (Rettman 2012).

Why do we need this book then? We are witnessing the above-mentioned rapid 
advancements in technology and are facing fundamental shifts in security and sur-
veillance, especially related but not limited to crime and migration, and regulators 
need to recognise the wider social, cultural and political impacts of drones. They 
have to recognise the necessity of privacy and personal data protection regulation 
evolution and aviation law adaptation, and they need to balance security efforts 
against fundamental liberties in crime and migration policy. As drones are here to 
fly and inevitably also to crash, they need to design third-party liability and insur-
ance (European RPAS Steering Group 2013).

Similar to the observations regarding “Janus-faced” surveillance (Lyon 2007), 
drones come with such a double face as well. They can be seen as geeky toys of DIY 
enthusiasts or as weapons of dragnet surveillance and the killing machines of the 
“industrial-surveillance complex” (Ball and Snider 2013). What the book attempts 
to address is this need to situate drones in the cultural, socioeconomic and existing 
legal framework. Technology, including drones, has become perceived as a means 
to solve social problems, particularly those of crime, migration and terrorism. These 
new “techno-fixes” purport to be neutral, but it is necessary to analyse them from 
ethical, legal, human rights and criminological perspectives, for technology is ines-
capably political in its uses. By protecting, for example, environments characterised 
by social, political and economic inequalities it can reinforce the conditions already 
at work there, to the detriment of social equality, justice and social cohesion.
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The Structure of the Book

The first part of the book, Political Technology of Drones, is dedicated to the forms 
of knowledge produced by drones and the moral and political economy of drones. 
In the chapter Theorizing Drones and Droning Theory, Andrejevic pushes the 
boundaries of understanding drones beyond drones themselves. He describes the 
logic of “droning” in the context of our always-on society that creates an “ava-
lanche of numbers” to be acted upon. He describes the manifold aspects of “drone 
logic”. For instance, “de-differentiation” blurs the lines between the battlefield and 
other spaces as the logic of drones populate the civilian space with the space of the 
battlefield and blur the crucial division—for regulation at least—between civilian 
and combatant space and time. He then locates “drone logic” in several “spaces 
and places”, for example in media, commerce, security, and pedagogy. In such a 
manner, the author unfolds “drone logic” to create a “psychoanalytically informed 
dialectical approach against strands of a so-called new materialism that ends up 
replicating and reinforcing drone logics”.

By observing networked surveillance and a quasi-automated response through 
the figure of the drone, the chapter shows the ideology supporting drones and the 
power of the “digital redoubling of space and time” that is used to reconstruct the 
past and to predict the future. In the field of security, the chapter discloses the un-
derlying assumption of what is understood as a threat and as a crime. “Drone logic” 
rests on the hidden presumption that crimes are primarily visible recordable events. 
However, (critical) criminology theory has often resisted such definitions and dem-
onstrated that the real harm is produced by the silent operations of the economic 
system and the corrupt practices of corporations and governments, which are most 
often hidden from plain sight and not “recorded” by any surveillance technology.

Drone logic fulfils the fantasy of pre-emption by other means, the author claims, 
and shows how drone fantasy goes a step further and envisions forms of confronta-
tion without threat. Drones are pushing the horizon of pre-emption: the “war on 
terror” version of drone warfare relies on the identification of external enemies at a 
distance, while the notion of drone security envisions a domestic space already per-
meated by threat. In such a manner, the author unfolds the ideology of drones: the 
idea of 24/7 coverage, of sleepless sensing and sense-making—the idea of gapless-
ness and wholeness that Lacanian theorists would name the Big Other. What drones 
attempt to do is thus to hide the fact that the Big Other, the symbolic order itself, is 
barré, crossed out by a fundamental impossibility, structured around a central lack 
(Žižek 2008).

In the third chapter, The Political and Moral Economies of Dual Technology 
Transfers, Bergtora Sandvik deconstructs the rhetoric of the “good”, “public order 
drone”—defined as a police or firefighting drone—and demonstrates the mobili-
sation of the moral economy underlying the “good” drones that is at work in the 
attempts of the drone industry to transfer the technology from the military to the 
civilian domain. The author critically presents the literature on the militarisation of 
policing by claiming it fails to properly describe how military drones are moving 
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into the civilian sphere. She elucidates the “normalisation” process at work, where 
drones are becoming normal tools for the police and subsequently normal tools for 
carrying weapons—a process that should be resisted for several reasons discussed 
in the chapter in great detail.

The chapter continues by dissecting an example of the mobilisation of the moral 
economy of the “Switchblade” microdrone—also known as a “surgically precise 
strike solution”. The author shows how the microdrone is in fact an example of a 
deceptive and failed policy for maintaining public order. The “Switchblade” low-
ers the threshold for its use and substantially changes for the worse the decision-
making process that is in place for the employment of drones. It shows how the 
“Switchblade” is a tool for keeping boots on the ground and not vice versa, as 
advocates of armed drones claim.

The central part of the chapter shows the mechanisms used by the drone industry 
to change the moral landscape of civilian uses of drones, for example, by engaging 
in educating the public about the benefits of drones in the civil airspace, by contest-
ing the semantics of drones, by showing the shared moral values of the army and 
those of the public (e.g. saving time, money and lives). The author deconstructs 
the central arguments—pre-emption, precision and price—used for justifying po-
lice drones and the underlying assumption that the open-ended possibilities for the 
use of drones should be regarded as inherently valuable. The author is also critical 
about the “innovation boost argument” for supporting the drone industry and how 
the industry attempts to benefit from the good public image of start-ups. The inno-
vative DIY scene is not that disconnected from the military surveillance complex 
as supposedly utterly civilian uses of drones also regularly spark interest from the 
military. The DIY enthusiasts should thus be more auto-reflective of their accom-
plishments as there is no value-free or value-neutral technology.

The second part, Drones Between Privacy and Security, tackles the legal aspects 
of drones and the employment of drones for (migration) security purposes.

The fourth chapter on The (F)utility of Privacy Laws tests the established legal 
mechanisms of privacy protection from the perspective of aerial drone surveillance. 
By analysing the jurisprudence of the Supreme Court of the United States, the Eu-
ropean Court of Human Rights and the European Court of Justice, Gorkič demon-
strates the need for the evolution of privacy law, for instance, how the test of the 
reasonable expectation of privacy cannot adequately protect an individual’s privacy 
from drone surveillance.

The chapter shows the history of the relevant case law of aerial surveillance 
and the development of the reasonable expectation of privacy test in the USA and 
the EU. It shows the test’s limited scope for the protection of privacy in the USA 
as there can be no reasonable expectation of privacy in so-called open fields and 
beyond the limits of an individual’s home. The development of ubiquitous surveil-
lance technologies changes both elements of the test of the reasonable expectation 
of privacy, that is, whether a person will exhibit an actual subjective expectation of 
privacy and whether such expectation is recognised by the society as reasonable.

The recent attempts in US jurisprudence, such as Kyllo v. United States (2001) 
and United States v. Jones (2012), show that the courts are well aware of such 
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limitations, but are still not willing to go “all the way” in protecting privacy: Kyllo 
limits the scope of the protection to technology that is not in general public use, 
while Jones turns the focus to proprietary elements of the breach of privacy. In con-
trast, the author demonstrates, the European courts neglect the trespassory nature 
of the conduct of law enforcement agencies. European courts recognise that the 
processing of data gathered from the public space may lead to new insights into 
the personal life of an individual and that this fact alone is “particularly serious” 
with “chilling effect”—as the European Court of Justice noted in the Digital Rights 
judgement (C-293/12, C-594/12, 2014) on preventive indiscriminate data retention 
regulation. The European courts have focused on the dignity of the individual and 
not the property of the individual. Regardless of where data have been collected, 
from one’s home or in the public space, the European courts would most probably 
refer to the dangers of a chilling effect due to “feelings of constant surveillance” in 
the case of indiscriminate drone surveillance.

The fifth chapter, Re-bordering the Peripheral Global North and Global South, 
scrutinises the deployment of drones in the domain of border policing and border 
management in the “Western” or “Global North” states, and contrasts these policies 
with those in place in the “Global South”. Its author, Milivojević, sheds light on the 
predominant narratives supporting the use of surveillance technologies in border 
control in order to unpack the military rhetoric that underpins the usages of drones 
in border policing. She demonstrates how finding a technological “solution” to so-
cial problems is a common strategy taken by politicians who are unable—or more 
often unwilling—to tackle the real reasons for, for example, mass migrations from 
impoverished to more developed countries that are resulting in mass graves in the 
seas around the world (e.g. in the Mediterranean for those embarking in Maghreb, 
in the Andaman Sea for those fleeing from Myanmar and Bangladesh or in the 
Timor Sea and Indian Ocean for those trying to reach Australia from South Asia; see 
International Organization for Migration 2014). Unwanted migration to the Global 
North countries leads to the fortification of, for instance the EU/Schengen states—
which has already been dubbed “Cyber-Fortress Europe” (Guild et al. 2008)—in the 
context of its digitised immigration policy. The author shows how drones fit in an 
immigration policy that is grounded in the heavy use of sophisticated technologies 
and led by an intelligence-driven approach (e.g. the European Border Surveillance 
System Eurosur with its “situational awareness pictures” being a typical example).

The chapter situates the discussion of border patrol drones in the “re-bordering” 
process enhanced by surveillance technologies and “crimmigration”—defined as 
the convergence of immigration and criminal law and a “tough on migrants” border 
policing strategy. It depicts technology advancements in border policing and pres-
ents the central dilemma of utilising drones in the border policing domain as they 
can carry weapons or help to rescue ships abandoned by crews and full of migrants, 
but the author remains critical of domestic surveillance and border-policing drones 
for several reasons. For instance, the analysis of the language used and semantic 
shifts show the aspirations of the protagonists of the drone surveillance systems 
(from Lord Darth Vader, for the VADER border surveillance systems in the USA, to 
mythological hunting names of machines such as Trion and Predator).
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The chapter then tackles drone-led border policing with two in-depth case stud-
ies in order to illuminate the perspective from both global sides of the borderland: 
a case from Australia and one from Serbia, interesting for its political situation 
regarding the integration process in the EU. The case from Serbia discloses several 
insights identified elsewhere around the globe—the process of “offshoring” and 
“contracting out” border policing to non-EU states, a shift from policing to milita-
ristic types of activity and how drones simply fail to deter mobile bodies. Analysis 
of media coverage of drones in Australia shows significant differences between mil-
itary and border police drones; however, the author claims, both domains of drones 
are underpinned by military rhetoric, especially the notion of a hunt. The drones’ 
gaze “reduces mobile bodies to targets, numbers, collateral damage, or transferees, 
law-breakers or illegals that need to be detected, immobilised and removed, with 
the help and under the watchful gaze of new, non-human ‘eyes in the sky’”.

In this way, the chapter critically—with massive human rights violations of mi-
grants in mind—situates the use of drones in border policing in the wider processes 
of the regulation of migration: (1) the stratification of global mobility regarding 
differentiating the super-fast kinetic elites from the immobilised underclass, (2) off-
shoring border control and (3) pre-emptive strategies of border control.

The sixth chapter, Deploying Drones in Policing Southern European Borders, in 
Part 2, combines the theme of the previous two chapters by tackling the policing of 
the southern borders of Europe from the personal data protection law perspective. 
Its authors, Marin and Krajčiková, delve deep into the Schengen process that led 
to the strengthening of the external border controls and introduced an integrated 
management system for the external borders of the Schengen country members. It 
shows how centralisation of the powers in European integration is developing bor-
der policing into an increasingly autonomous policy field, with the agency Frontex 
at the forefront of the European border policing agenda. The chapter illuminates 
several trends in European migration policy, such as framing migrants as security 
threats, developing large information technology (IT) databases with biometric data 
and deploying and developing drones.

The chapter maps the actors in EU border policing, such as the EU member states 
that already use drones in the border policing context (e.g. Italy), the security indus-
try, national bodies with exceptional powers (e.g. the Italian Navy) and the Europe-
an agency Frontex. The authors critically present Frontex’s activities and policies, 
for example, its lack of transparency, “push-back” operations and silent compliance 
with hidden bilateral agreements of the EU member states with third countries (e.g. 
such as the one between former prime minister of Italy Berlusconi and Libya’s Gad-
dafi). Frontex, the authors claim, inter alia, operates as a coordinating body for the 
EU member states merely at the surface level, but in fact it is strongly immersed 
in support of the techno-fixes on the southern European maritime borders that also 
clearly breach international migration law (e.g. the non-refoulment principle or the 
prohibition of collective expulsion). By supporting drone-related research, host-
ing workshops on drone technologies and demonstrations of drone performance, 
Frontex is in fact one of the most active actors in the movement of drones into the 
border policing domain.
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The central part of the chapter tackles the legal framework: the basic elements 
of aviation law and, in more detail, personal data protection law and the Schengen 
acquis. It presents relevant personal data protection regulation in the EU and its ap-
plicability to border policing drones. It analyses respect for the principle of propor-
tionality in cases of indiscriminate surveillance of the Mediterranean. It meticulous-
ly presents one of the weakest points of the supposedly humanitarian employment 
of drones in the Mediterranean—the collaboration of Frontex with neighbouring 
third countries with poor human rights safeguards for the purpose of personal data 
exchange that puts migrants’ lives at risk. In this way, the chapter demonstrates how 
the process of “surveillance off-shoring”, that is, where surveillance is conducted in 
the territorial waters of third countries, is quite deadly for the fleeing “kinetic under-
class”. The authors clearly show how pre-emptive surveillance in North Africa does 
not improve search and rescue capacities, and is not proportionate to the risk these 
people represent to the security of the member states of the EU.

In the third part of the book, Drones, the “War on Terror”, and Public Interna-
tional Law, two chapters tackle military uses of drones in an international context.

In the seventh chapter, Death from the Sky, De Groof shows the provisions of 
public international law governing whether a drone strike is considered legal. These 
are, the author shows, extremely stringent and thus the practice of existing attacks is 
“regularly…carried out in flagrant violation of international humanitarian law”. The 
author arrives at this conclusion—amongst others—after mapping the relevant legal 
framework for the use of armed drones with scrupulous attention to details, that is, 
rules pertaining to: (1) Jus ad Bellum (international law of the use of force)—a cor-
pus of rules regulating the initiation of war—which refers to the question of whether 
a drone strike respects central principles, such as proportionality and the last resort 
principle; (2) Jus in Bello (international humanitarian law)—a corpus of rules regu-
lating wartime conduct—which refers to the question, inter alia, of whether a drone 
attack reaches the threshold of an “armed conflict”; and (3) international human 
rights law which refers to cases when armed violence does not reach the threshold 
of an “armed conflict” and the only justification of a drone strike may be found 
under these sets of rules.

If a state cannot justify a drone attack under these three branches of public 
international law, then the state is internationally responsible for the attack, and 
mechanisms can be triggered to remedy damages. The chapter thus also tackles the 
implications and legal consequences of the illegal use of armed drones for not only 
countries that use armed drones but also countries that willingly support or facilitate 
drone attacks by other means (e.g. by producing drones).

Before reviewing the central legal regulation of armed drones, the chapter tack-
les several definitional challenges, such as the types of drones, the types of targets 
of drone attacks and the contexts of drone attacks. With regard to the type of drones, 
the author explains that drones are legally not weapons, but systems of weapon 
transmission, and regulations on illegal weapons do not apply. In general, claims the 
author, drones can satisfy the general principles of international humanitarian law 
(e.g. necessity, proportionality); however, the “advantages of the use of drones are 
not always exploited.” With regard to targets, she points to the so-called “signature 
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strikes”, where the presumed link of a target to a terrorist group is calculated from 
behavioural patterns and/or visual characteristics.

The legal section on Jus ad Bellum explains under which conditions extraterrito-
rial drone strikes can be considered legal, that is, by consent of the country involved 
(intervention upon request), self-defence and with the authorisation of the Security 
Council of the United Nations. By offering examples of real cases of attacks, the 
chapter reveals substantial gaps in the legal justification of drone attacks with the 
argument of self-defence. The Jus in Bello section lays out the conditions for the 
legality of targeted attacks, such as the existence of an armed conflict. The chapter 
concludes with recommendations for enhancing respect for international law and 
promoting the transparency of, and accountability for, illegal drone strikes.

In the eighth chapter The Predators’ Rule of Terror, Badalič tackles the USA’s 
“war on terror” justification for extraterritorial drone killings from the Foucauldian 
disciplinary perspective. He scrutinises the “rapid dominance doctrine” for impos-
ing “shock and awe” on adversaries in order to show that the goal of drone warfare 
is not solely to decapitate “terrorists”, but rather to “normalise” the population liv-
ing in areas where drones are employed.

The chapter begins with the argument that “the legitimacy of the use of violence 
at any particular moment in history depends on power relations that permit the dom-
inant class to grant itself the right to decide whose force is legitimate”. Drone policy 
is no different in this respect. In the USA, this power is vested in the president as the 
executioner-in-chief, who is vested with “the right of the sword” (Foucault)—the 
authority to make the final decision whether to launch a strike or not.

The chapter then proceeds with an analysis of the “surgically precise weaponry” 
argument—and dismisses it. On the basis of analyses of several drone strikes in 
which those killed or injured were either exclusively or predominantly civilians—
strikes were executed in places such as a bazaar, an Islamic school, a funeral and a 
wedding procession—the author demonstrates that strikes are in fact random. He 
presents five reasons for this randomness such as the “structural” failure of the 
idea of identifying an individual’s terroristic “pattern of life” in “signature strikes”, 
creative interpretation of images by drone operators, faulty intelligence provided 
by local informants motivated by monetary incentives and unethical “double tap” 
attacks consisting of a sequence of two drone strikes in which the second strike hits 
rescuers of the victims of the first strike.

It is exactly the inaccuracy of such “surgically precise weapons”, continues the 
author, which introduces a new power regime in areas under drone surveillance: A 
power regime in which anyone, “terrorist” or civilian, can be targeted and that seeks 
to terrorise the entire population living in drone-surveilled areas. The drone’s pan-
optic gaze then also serves as a mechanism that directly, on its own, inflicts terror 
on the surveilled population. In this manner, the drone’s gaze generates effects of 
power through a specific distribution of visibility and invisibility typical of a pan-
opticon: (1) supervisors (drone operators) are constantly invisible and the surveilled 
subjects constantly visible, and this (2) creates the awareness in the surveilled popu-
lace that the “supervisors” might always be present—this is induced by the drones’ 
constant visibility as well as their sound, as the local population reports.
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The chapter then shows how drones’ panoptic gaze spreads from closed institu-
tions into open areas inhabited by targeted populations and how the power effect of 
drones’ panoptic gaze is supported by the constant threat of the use of the “right of the 
sword”. The chapter concludes by showing differences between “the political tech-
nology of drones” and Foucauldian disciplinary power. While the latter’s aim was 
to create productive individuals who will carry out specific tasks in accordance with 
the dominant class’s interests, the power regime established by drones is intended to 
create a passive and frightened population—the “killing drone” programme is pro-
ducing docile bodies and disintegrated communities. However, because indiscrimi-
nate strikes have become the norm, the only solution for the subjected population is 
to do whatever it takes to prevent the launch of such strikes: “Therefore, the seeds 
of armed rebellion are already planted by drone warfare itself”.

In the fourth part of the book, Drones and International Air Law, Mendes de 
Leon and Scott elaborate—in the chapter An Analysis of Unmanned Aircraft Sys-
tems Under Air Law—the current legal regulation of civil UAS by devoting par-
ticular attention to the set of rules of the International Civil Aviation Organization 
(ICAO) and the EU. They map the often unclear legal framework governing UAS 
(unmanned aircraft systems, the authors’ preferred term, as explained in the chap-
ter) and underline how important it is that regulations be drafted swiftly with regard 
to the safety, security, market access, privacy and liability issues of UAS.

The chapter addresses international civil aviation regulation, for example, the 
central Chicago Convention (1944) with annexes, produced by the ICAO. The au-
thors analyse the legal implications of the differences between “remotely piloted” 
and “unmanned” aerial vehicles, “model aircraft” and “toy aircraft”. They briefly 
show the relevant history of civil aviation rules from the Paris Convention (1919) 
and Chicago Convention (1944) to the Beijing Convention and Protocol (2010). 
The older conventions are relevant as the state-centred division of the world grants 
each state the “unilateral and absolute right […] to permit or deny entry into its ter-
ritory and to control all movements therein”.

International law includes several areas relevant for UAS, and the authors of the 
chapter show the relevance of the distinction between “state” and “civil” aircraft—
depending on the use—and the difference between commercial and noncommercial 
“civil” uses of UAS.

The body of European air law relevant for UAS is furthermore discussed, for ex-
ample, sections on operating licenses, the right to operate intra-community “air ser-
vices” and aviation insurance. The chapter also presents the “Single European Sky” 
initiative and the applicability of air service agreements between the EU/member 
states and third countries permitting foreign aircraft and UAS to enter the sovereign 
airspace of other states (such as the US–EU Open Skies Agreement).

The chapter continues by presenting the European Commission’s proposal with 
six actions to promote the growth of the civil UAS market, with actions such as the 
development of common certification processes and standards for UAS, supporting 
research and development (R&D) and addressing the security aspects of UAS (e.g. 
protection against cyber attacks and the protection of personal data).
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The chapter then focuses on three legal domains and shows how these pertain 
to UAS: safety rules adopted by the European Aviation Safety Agency (EASA) and 
national aviation authorities, rules setting the liability for damage caused by UAS 
(second party liability—passenger and cargo liability—and third-party liability—
damage that the aircraft does to third-party property) and criminal offences that may 
be committed in relation to UAS (e.g. a criminal act against an aircraft as criminal-
ised in the Montreal Convention of 1971).

The fifth and last part of the book, Domain-Specific Uses of Drones, presents 
arguments in favour of “good drones” used for civil purposes and the use of drones 
to counter the dominant power. In the tenth chapter, Droning on about Journalism, 
Goldberg focuses on drones—“aerial camera platforms”—used for newsgathering 
by either media or citizens as journalists. The key claim of the chapter is that such 
application exercises the fundamental human right to freedom of expression and, 
specifically, the right to receive ideas and information and the right to access com-
munication technologies. The author acknowledges the competing interests regard-
ing these rights, but he adopts the stance that only if, in casu, there exist extremely 
compelling and overriding considerations defending and promoting another pro-
tected interest, for example, someone’s purported right to respect for their private 
and family life or home, would it be right to limit the use of drones in that specific 
context.

The message the chapter conveys is that besides several laws limiting the free-
dom of expression and, specifically, the right to receive ideas and information (e.g. 
laws protecting the reputation of subjects of media reporting or national security, 
advertising rules, broadcasting regulation, hate speech laws), aviation regulation 
should also be taken into account. The chapter seeks, inter alia, to equip journalists 
and citizens to act as one with a legal defence based on the exercise and protection 
of fundamental rights. The author situates drone journalism in twenty-first-century 
photojournalism as a distinctive form of photography and proposes that “respon-
sible journalism”—“journalistic activities [offering] significant public benefit”—be 
the benchmark for newsgathering drones.

The chapter presents several pro-drone arguments focused on three “scenarios”: 
(1) A scenario where the deployment of drones is generally prohibited on the basis 
of the argument that drone journalism represents a commercial or “business” use. 
The author counters the argument by connecting drones with the (human) right to 
freedom of expression: The central point of newsgathering is not “business” but “se-
curing the free flow of information that inevitably feeds the ‘free trade of ideas’”. 
The chapter supports this view by citing European Court of Human Rights case law 
on protecting the identity of journalists’ sources and protection against unjustified 
search and seizure of journalistic material. (2) A scenario where anyone operating 
newsgathering drones faces accusations of serious infringement of civil liberties, 
especially the right to privacy, regarding which the author claims that the deploy-
ment of drones cannot be inherently problematic, but their use can raise conflicting 
legitimate interests that trigger the need for a complex weighing of these interests. 
(3) A scenario where the opposition to newsgathering drones rests on the claim that 
the subjects of investigation might not realise that they are being surveilled. The 
author counters this claim with the distinction between snooping and legitimate 
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subterfuge and offers examples from UK journalistic practices. In doing so, the 
chapter confronts what the author calls “anti-drone lawfare”.

In the chapter Drones, Resistance, and Countersurveillance, Završnik examines 
whether drones can be used for resistance, denial, subversion and distortion of con-
temporary surveillance systems. It takes as a starting point Foucault’s insight that 
supervisory power also generates resistance to the (same) power. The “new surveil-
lance” (Marx 2002) is forming “complex networks of power relations and resistanc-
es” (Green 1999), and thus the increasing power of the “new surveillance” not only in-
creases the capacity of the authorities (watchers) to monitor the watched majority but 
also carries emancipatory potential. The chapter analyses the objects of surveillance 
as empowered agents, not as passive and powerless parties (Ball 2003). They can 
be active entities reflecting on surveillance practices and trying to escape and avoid 
them, or at least draw public attention to such practices as illegitimate, discriminatory 
or otherwise unfair. Such resistance practices have already been tackled from different 
theoretical perspectives; for example, Mann (2002) talks about “sousveillance” (as 
viewing “from below”), others about “inverse surveillance”, “co-veillance”, where 
surveillance and countersurveillance coexist or “countersurveillance” that Monahan 
(2006) defines as a form of tactical interference, often leading surveillance technolo-
gies to work against themselves in order to redress institutional power asymmetries.
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Chapter 2
Theorizing Drones and Droning Theory

Mark Andrejevic

Overview

This chapter uses the figure of the drone to unpack the emerging logics of ubiq-
uitous, always-on sensor-based monitoring. The following argument is not about 
drones, per se, but about what might be described as drone logic: the deployment of 
ubiquitous, always-on networked sensors for the purposes of automated data collec-
tion, processing, and response. It treats the drone as an avatar of the emerging logic 
of increasingly passive interactivity. Thus, the intended contribution of the chapter 
is to reframe theoretical approaches to interactivity in the digital era. The goal of 
this reframing is to take into account the ways in which interactivity is becoming 
passive, distributed, mobile, and reliant upon quasi-centralized infrastructures for 
data sharing, processing, and deployment. The figure of the drone is useful be-
cause it offers a highly visible and controversial example of the deployment of net-
worked surveillance and quasi-automated response and suggests the ways in which 
the implementation of drone logic across disparate spheres of social practice par-
takes of the military-inflected rationalization of everyday life. The chapter is called 
drone theory because it outlines a theoretical approach to the social implications of 
the “droning” of daily interactions and because it simultaneously critiques recent 
developments in theory that, wittingly or not, align themselves with the forms of 
knowledge anticipated by automated forms of information collection, processing, 
and response. Thus, the chapter offers a social-theoretical critique of the embrace 
of drone logic in both the practical and theoretical realms. The goal is to inter-
vene in the formation in which theoretical and technological developments align 
themselves in ways that have significant and troubling implications for questions of 
power, control, and democracy.
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Abstracting away from the figure of the “unmanned” flying device, the notion 
of drone logic, broadly construed, unfolds the shared characteristics of distributed 
forms of networked data collection and response. The promise of the drone as hy-
perefficient information technology is fourfold—it extends and multiplies the reach 
of the senses, it saturates the times and spaces in which sensing takes place (entire 
cities can be photographed 24-h a day), it automates the sensemaking process, and 
it tends toward the automation of response (see, for example, Sharkey 2011). In 
this regard, the figure of the drone comes increasingly to characterize the opera-
tion of interactivity in an era of proliferating, distributed, digital devices. We might 
describe it as contributing to the increasing automation of both interaction and re-
sponse. If interaction implies some kind of conscious contribution to a relationship, 
encounter, or exchange, the “droning” of interactivity anticipates a world in which 
feedback is passively collected, analyzed, and responded to. It also anticipates a 
world in which the database aspires to capture all of reality: drone logic implies 
the ongoing unfolding of new distributed, always-on sensors to capture new data 
dimensions. In this regard, the mapping of the territory and its construction go hand 
in hand. The term “drone” is suggestive in this context, since it connotes a con-
tinuous background presence—as distinct from other forms of more targeted and 
discrete forms of interactivity. The forms of interactivity described here have typi-
cally been associated with so-called “ubiquitous computing” and “the internet of 
things”—but neither of these formulations invoke the increasingly instrumental and 
infrastructure-intensive character of automated data collection and response. Such 
formulations typically invoke the notion of a world of “smart” objects that collect 
information from their interactions and are able to respond accordingly. The figure 
of the drone, by contrast, necessarily invokes the underlying and quasi-centralized 
“data-link”—the costly information network behind the interface, and the entities 
that can access and operate it. Here again, the history of the term is suggestive, in-
sofar as the “drone” nickname traces one of its roots back to US Admiral William 
Stanley’s name for remote-control aircraft used for target practice. He developed 
the planes after seeing a demonstration of the British Navy’s DH 82B Queen Bee—
another automated craft—and, in homage to this innovation, decided to call the 
remote-control planes he developed for the US Navy “drones”—not least because, 
as one account put it, “a drone could only function when controlled by an operator 
on the ground or in a ‘mother’ plane” (Zimmer 2013). Thus, the notion of drone 
logic invokes the infrastructures associated with drone deployment—and the politi-
cal and economic implications of control over these infrastructures.

The following sections offer a rethinking of the operation of interactivity against 
the background of the figure of the drone. In this regard, the chapter intervenes in 
ongoing theorizations of digital media and their current state of development. To do 
so, it explores a series of case studies that consider the deployment of drone logic 
in a range of spheres of social practice. Each case study adds to a consideration of 
the dimensions and implications of this logic. (The issues raised, for example, by 
the generation of huge amounts of data that must be processed automatically, the 
attempt to make humans more “efficient” by finding ways of automating their own 
sensory and data-analysis processes, and so on.) Along the way, the chapter devel-
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ops the beginnings of a critical, theoretical approach to the shared logics of “dron-
ing.” In particular, it pits what might be described as a psychoanalytically informed 
dialectical approach against strands of a so-called new materialism that ends up 
replicating and reinforcing drone logics. With this in mind, the chapter outlines an 
alternative critical theorization of the assumptions and practices that underwrite the 
drone model of interactivity.

Enter the Dronosphere

As billions and even trillions of sensors are placed around the globe and in our atmosphere, 
we will gain the ability to literally hear our world’s ‘heartbeat.’
(Cisco Systems 2014)

What would you say if I told you that in fifteen years, the FBI or local police might be 
able to identify you from a distance—perhaps from a drone hovering far out of sight of the 
human eye—using a technique called Eulerian Video Magnification and your biometric 
heart rate information? In other words, by reading your heart rate—unique to you—from 
a distance?
(Sosadmin 2012)

What might it mean to think of non-drone apparatuses through the lens of drone 
logic? First of all, it means considering the ways in which distributed probe net-
works automate interactivity and result in large amounts of data that are centrally 
processed. For example, Microsoft researchers are developing an application that 
monitors smartphone use in order to infer the users’ “mood” (and thus to more ap-
propriately target advertising; LiKimWa 2012). Apparently, patterns of phone use, 
messaging, and Internet usage correlate unintentionally with the users expressed 
mood. Smartphones can serve, in other words, as mobile distributed mood sensors 
to collect data about users that they do not even realize is being generated. In a 
similar development, the US Homeland Security Advanced Research Projects Ad-
ministration is developing an early warning system for chemical attack that would 
rely on sensors embedded in all smartphones: These sensors could “sniff” the sur-
rounding air and automatically relay data about toxic substances to the program’s 
headquarters—allowing for perpetual monitoring and rapid response (Department 
of Homeland Security 2013). We might describe both of these examples as partak-
ing of the logic of “droning” insofar as they:

1. Extend the reach, scale, and scope of the senses.
2. Saturate the times and spaces being monitored. (The sensors are always on, and 

are distributed wherever members of the phone-equipped populace goes.)
3. Automate data collection.
4. Allow for automated response: Alarms are triggered, and response protocols are 

thereby initiated. This tendency toward the automation of response is one of the 
defining aspects of drone logic, insofar as the subtraction of the human element 
from the decision loop follows naturally from the automation of data process-
ing. In the military arena, the goal of rapid response leads to the automation of 
targeting and strike. In the case of early warning chemical sensors, the goal is 
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similar to increase response speed. In the example of Microsoft’s “MoodScope,” 
targeted strikes take the form of customized, custom-timed advertising.

With these and a range of other examples in mind, we might start to make a case for 
the fruitfulness of using the figure of the drone as a means of interpreting and cri-
tiquing the emerging “sensor society”—in which the so-called “internet of things” 
comes to function as a distributed surveillant assemblage (Haggerty and Ericson 
2000). Smart “things,” from cars to toasters come to serve as probes, providing 
detailed information passively collected about their users and environments. This 
chapter abstracts away from the figure of the military drone to consider the impera-
tives that it addresses. It also situates the figure of the drone within the broader con-
text of the goals of risk assessment, data management, and information processing 
associated with developments in the realms of commerce, sociality, and national 
security. The seeds of automation were sowed in what Ian Hacking calls the “ava-
lanche of numbers” that accompanied the development of biopolitical strategies for 
managing populations in the nineteenth century (282). Indeed Foucault and Ewald’s 
(2003) early formulation of biopolitics outlined the familiar connection between 
logics of securitization, the collection of data, and the management of “aleatory” 
forms of risk. As this avalanche grows, strategies for managing and interpreting the 
numbers come to rely increasingly on machine forms of data storage and processing 
and, inevitably, decision-making.

Drone Media

If we are to think of the drone as a medium—and I would argue that it is—then 
we might also consider the implications of the “droning” of the media. Here, I am 
invoking the ways in which media platforms not customarily associated with the 
figure of the drone qua “unmanned” aircraft come to serve as automated and dis-
tributed probes. For example, in a talk about digital media and monitoring, Eben 
Moglen succinctly described the monitoring model upon which the social media 
platform Twitter is based: “Every time you tweet a URL, Twitter is … arranging that 
anybody who clicks on that URL will be monitored by Twitter as they read. You are 
not only helping people know what’s on the Web, but also helping Twitter to watch 
everybody you helped read, so they read over everybody’s shoulder everything you 
recommend” (2014). Twitter is a communication medium that doubles as monitor-
ing mechanism and a centralized probe. Twitter manifests its interface in multiple, 
mobile-distributed access points: smartphones, laptops, and electronic tablets. But 
each of these access points collects information about users and automatically cap-
tures, sorts, and stores them. Twitter is also what might be described as a metadata 
probe—it tracks information about which stories are receiving the most circulation. 
All forms of social media that allow for the sharing of stories, tweets, and other blip-
memes operate similarly; they serve as both distribution platforms and distributed 
monitoring systems.
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In this regard, we might describe Twitter as one model for the droning of com-
munication media. As a communication medium it enables unique forms of one-
to-many communication; as a probe it partakes of the logics of always-on data col-
lection, analysis, and response. Of course, is it not alone—smartphones double as 
probe platforms, upon which new forms of sensors and new sensing techniques can 
be grafted. Drawing on the model of drone swarms (Bürkle et al. 2011), we might 
describe such devices and their supporting infrastructures as constituting probe 
networks. Interactive video games, for example, now incorporate technologies for 
viewing players and reading their facial expressions and biometric indicators. E-
readers collect increasingly detailed information about user behavior: How long is 
spent on each page, which words are looked up or highlighted, whether and when 
a book is finished, which pages are revisited, and so on. Digital video recorders 
collect a growing range of metadata about user behavior and relay these back to 
providers who mine them for exploitable patterns.

Gmail is a form of probe that illustrates the logic associated with the droning of 
the media: in particular, the metadatification of everything insofar as all informa-
tion comes to double as information about itself. Our emails are not read for their 
content (in the sense that the computer does not try to “understand” our thoughts) 
but for actionable patterns: Does the occurrence of a particular word in a particular 
sequence correlate with an increased likelihood of clicking on a particular keyword 
in an advertisement? Does one’s pattern of email usage provide insight into other 
aspect of life? Does a particular viewing pattern indicate a greater likelihood of 
responding positively to a particular show (or to the advertisements embedded in 
it)? Such questions are not ancillary or incidental to the “primary” communicative 
function of online platforms like Google and Facebook—rather they lie at the heart 
of the emerging data-driven business model of the online economy.

Facebook and Google become valuable precisely because of the way in which 
they function as “always-on” probes able to gather and organize new forms of data 
that promise to lend themselves to a growing array of applications. These are probes 
that, like drones, are also apparatuses of “dedifferentiation”: One of the hallmarks of 
the drone is its overcoming of distinctions between the battlefield and other (times 
and) spaces—or, more properly speaking, the drone enfolds all spaces within that 
of combat (Sharkey 2011). The drone patrols entire cities and regions and it docu-
ments not just exceptional moments, but the rhythms of daily life. In expanding the 
battlefield indefinitely (Packer and Reeves 2013), it proposes always-on monitoring 
and perpetual threat as a response to the mobilization of ubiquitous risk. The mili-
tary figure of the drone has, in recent years, come to signify one side of so-called 
asymmetric warfare. The expansion of the battlefield it envisions corresponds to the 
multiplication of vectors of threat associated with the so-called war on terror. If the 
threat of attack is no longer limited to military personnel or targets, then all times 
and spaces fall within the reach of defense operations. If non-state actors engage 
in hostilities then the globe becomes the battlefield. The centralized drone network 
and the distributed terrorist network from two sides of the process of dedifferentia-
tion between battlefield and home space; civilian and combatant. Drones are, in this 
context, dedifferentiating machines.
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Our networked communications similarly fail to recognize or respect conven-
tional divisions in the time and space of daily life: people text and surf, call and up-
date at home and at work, in sites both public and private, in trains, buses, airports, 
and while walking down the street. Checking one’s smartphone and email can be 
the last thing one does at night and the first upon rising. Even the pattern of “down-
time” generates potentially valuable information about users. All times and spaces 
are enfolded into the competition: for information, speed, efficiency—combat by 
other means. The communication probes launched by applications like Facebook 
and Twitter weave themselves into the fabric of daily life. At the same time, the 
form and volume of data collection necessitates new ways of handling and using 
information—themes taken up in the following sections.

Drone Commerce

One of the hallmarks of the forms of dedifferentiation characteristic of “droning” 
is the ease with which military and commercial applications blend into one another 
and inform one another. There is nothing new about this connection—marketers 
have long availed themselves of various military technologies, and the military has 
played a crucial role in the development of media (c.f. Kittler 2010; Virilio 1989). 
However, the pace of the exchange and the conceptual blurring between targeting 
and target marketing, between surveillance and forecasting, and between various 
forms of risk management is unprecedented. The CIA bases its information process-
ing on Google and then commandeers the data it generates (Hunt 2012; Greenwald 
2014). With respect to drone logic, we might trace the connection between the data 
overload generated by distributed sensors and the proliferating forms of information 
to which consumers are subjected. Cutting through the clutter, as it were, becomes a 
key concern in both realms. Consider the example of a Defense Advanced Research 
Projects Agency (DARPA)-funded research project designed to maximize the abil-
ity of human viewers to respond to visual data. The so-called Cortically-Coupled 
Vision System uses electroencephalography (EEG) to determine when viewers’ 
brains respond to particular images—prior to their conscious registration of this 
response (Gerson et al. 2006). That is, brains are treated as sensors that, when con-
nected to a monitoring infrastructure, allow viewers “to find meaningful objects 
in mountains of images up to 10 times faster than they normally could” (Discover 
2011). The problem faced by the military is that new drones generate imagery faster 
than humans can make sense of them (Discover 2011). The resulting search for 
more efficient ways of processing visual imagery underwrites attempts to, on the 
one hand, develop forms of automated processing of visual imagery and, on the 
other, to “drone” humans by turning their brains into automated sensors decoupled 
from conscious processes. The human brain becomes a more efficient probe than 
human viewers. Unsurprisingly, the shift from military to consumer applications is 
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immediate: The project’s director Paul Sajda emphasizes the potential benefits of 
his military research project for civilians:

A miniaturized, wireless version of the device might be used to tag consumer items or even 
specialty shops that catch your fancy as you walk down a city street. Just a quick glance at a 
dress in a window, for instance, might elicit a neural firing pattern sufficient to register with 
the system. A program could then offer up nearby stores selling similar items or shops you 
might want to investigate. (Discover 2011)

The logic here is familiar: Your own behavior provides cues to your preferences that 
can be captured and put to use. In Sajda’s example, the human brain is turned into 
a desire-detecting sensor. Suggestively, the implicit connection is made between 
the proliferation of surveillance data and that of commercial messaging: As one 
enthusiastic account puts it, “If you have ever felt overwhelmed by a multitude 
of choices—say, 10,000 items in an online catalog—this brain-boosting invention 
is for you” (Discover 2011). Consumers are analogized to intelligence workers—
forced to make sense of the avalanche of data available to them, and thus to avail 
themselves (and subject themselves) to the logic of automated data processing. 
More generally, then, the use of distributed probes for commerce works not just to 
rationalize the production process, but also the consumption, promotion, and distri-
bution network—indeed, it further dedifferentiates the distinctions between them: 
consumption contributes to the production process in new and significant ways, 
distribution networks are redoubled for the purposes of promotion; interactive pro-
motional strategies feed into the production process, and so on. The end result is an 
ongoing process of data collection that embraces the twin logics of retrospection 
and prospection: the goal of both creating as complete an archive as possible and of 
using this as a means of projecting into the future.

Drone Security

In 2014, residents of Compton, California learned that their city had been the sub-
ject of a 2012 experiment in total video monitoring 2 years ago. The LA County 
Sheriff’s Department contracted with a private surveillance company to test an air-
borne camera that monitored, “the entire city 24-hours a day using high resolution 
video of everything that happened inside the 10-square-mile municipality” (Frie-
dersdorf 2014). For 48 h, everything in the city was tracked. As the city’s privacy 
consultant put it, “We literally watched all of Compton during the times that we 
were flying, so we could zoom in anywhere within the city of Compton and follow 
cars and see people” (Friedersdorf 2014). The imagery was archived, so that if a 
crime had been reported during that period, the police could go back and retrieve the 
video and zoom in on the location of the crime. The demonstration envisioned the 
possibility of comprehensive real-time monitoring and archiving: the digital redou-
bling of space and time that would make it possible to reconstruct the past—and, 
through the power of data analytics—predict future threats. The surging interest in 
so-called predictive policing relies on this possibility—the more data that can be 
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collected, the greater the reach and power of the algorithms that can be used to pre-
emptively allocate policing power (c.f. McCue 2006). The realm of security is the 
native habitat of the drone, with its military provenance, its strategy of asymmetry, 
and its direct link to surveillance technology.

The Compton experiment illustrated the drive toward “diachronic omniscience” 
(Parks 2001) that characterizes drone logic. The fantasy of the drone is to cover all 
spaces all of the time: hence, the drive toward more high-resolution cameras with 
broader ranges of field carried by devices that can stay in the air as long as possible. 
Consider for example, the US Air Force’s so-called Gorgon Stare project, which 
uses multiple cameras on a remote control aircraft “to transmit live video images 
of physical movement across an entire town” (Nakashima and Whitlock 2011). In 
keeping with drone logic more generally the shift is from individualized forms of 
targeting to treating the entire population/space as the target. As one military of-
ficial put it in a news account, “With the new tool, analysts will no longer have to 
guess where to point the camera. …Gorgon Stare will be looking at a whole city, 
so there will be no way for the adversary to know what we’re looking at, and we 
can see everything” (Nakashima and Whitlock 2011). The further, logically related 
goal, is that of drone autonomy, envisioned by The DARPA, “CODE” project (Col-
laborative Operations in Denied Environments), which anticipates the creation of 
smart swarms of drones. Or, as the agency describes it, the goal is “autonomy and 
inter-platform collaboration … Using collaboration algorithms, [drones] can pro-
vide services to each other, such as geo-locating targets with long-distance sensors 
and guiding less-capable systems within their sensor range, … [and] protecting each 
other by overwhelming defenses and other stratagems” (RT.com 2014).

In keeping with the generalization of the logic of prosthetic extension, DARPA 
has a host of related projects, including an expansion of its underwater drone project 
and the development of robot soldiers and silent vehicles, that is, it envisions the 
drone colonization of land, sea, and air—diachronic and synchronic omniscience 
(RT.com 2014).

From the perspective of “defense” and security, then, drone logic envisions the 
coupling of comprehensive surveillance with perpetual low-grade warfare enabled 
by structural asymmetry. The prosthetic distancing enabled by the drone promis-
es to lower the cost of perpetual “low-intensity” conflict for the dominant party 
by removing fighters from the scene of battle. (However, the promise may well 
fall short of the reality, given the forms of anger, frustration, and desperation that 
ongoing long-distance attacks generate among the victims.) This structural asym-
metry is characteristic of drone logic more generally. When it comes to surveil-
lance, for example, there is the asymmetry between those who are perpetually and 
comprehensively monitored and those whose monitoring activities remain covert, 
nontransparent, and remote as they disappear into the weave of the fabric of daily 
life. It is perhaps a telling sign of the time that in publicity materials for the latest 
Superman movie it is revealed that Batman is semiretired, “controlling drones from 
the Batcave” (Caruso 2013).

Drone logic, in other words, fulfils the fantasy of preemption by other means 
(Bogard 1996). If one information age fantasy is the perfect anticipation of future 
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events via forms of data modeling that allow threats to be identified and addressed 
before they materialize, the drone fantasy envisions forms of confrontation without 
threat. This is perhaps why there is an unfolding logic of internal versus external 
uses of drones for the purposes of security and policing. The “war on terror” ver-
sion of drone warfare relies on the identification of external enemies at a distance: 
threats that can be defused “over there” before they arrive here, on “our” shores. 
In this version of drone warfare, the generalized ubiquitous threat that materializes 
at a distance is complemented by the image of a safe home space from which this 
threat can be handled: a sheltered shipping container in a Nevada suburb where life 
can proceed as normal.

By contrast, the notion of drone security envisions a domestic space already per-
meated by threat: one in which areas like Compton need to be photographed 24 h 
a day in order to record patterns of activity for the purposes of preemption or re-
construction. Perhaps this is why the figure of the drone attracts so much attention; 
it embodies the ways in which a militarized asymmetry comes to characterize do-
mestic security operations. Hence, the convergence of critique from the left and the 
libertarian right around the issue of drone security. The high-profile libertarian US 
Senator Rand Paul has made a point of mobilizing the figure of the drone as avatar 
of totalitarian control, insisting that the US attorney general answer whether or not 
he thinks it would be legal for the president to “authorize … a drone strike, against 
a U.S. citizen on U.S. soil?” (Epps 2013). As recent (and less recent) events in 
the USA indicate, various policing entities already routinely exercise lethal power, 
sometimes against US citizens who do not pose any immediate threat—the invoca-
tion of the image of the drone adds the dimensions of remoteness and automation. 
These latter dimensions (coupled with ubiquity) represent the novel aspect of drone 
logic.

Drone Pedagogy

The range of examples explored in this and previous sections suggests the portabil-
ity of “drone logic.” In similar terms, one of the many productive insights of Fou-
cault’s work on the panopticon was his abstraction of its logic away from particular 
applications, buildings, or uses. He was interested in the panopticon as “the diagram 
of a mechanism of power reduced to its ideal form” (1977, p. 198). Thus, he argues 
that, “its functioning, abstracted from any obstacle, resistance or friction, must be 
represented as a pure architectural and optical system: it is in fact a figure of politi-
cal technology that may and must be detached from any specific use” (1977, p. 198). 
This detachment of course, made it possible to rearticulate the technology to a wide 
range of disciplinary uses in a range of enclosures (the school, the workplace, the 
prison, etc.) and beyond. Drone logic invokes a similar diagram of power—one 
in which logics of remote sensing, networking, distributed ubiquity, mobility, and 
automation coalesce. As in the case of the panopticon, drone logic operates in the 
school as well as the workplace, and the more flexible and expansive spaces of 
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digital interactive enclosures (smart cities or homes, mobile phone networks, Wi-Fi 
hotspots, and the internet). The tools for learning are fast becoming networked, sen-
sorized, and automated. As educational materials become interactive, every student 
action will be redoubled in the database. Describing a Rupert-Murdoch-funded ini-
tiative to develop educational programming for electronic tablets, one press account 
captures the tone of the droning of the schools:

Soon, games that know what a student has read … will be able to strategically sprinkle a 
particular word in his path based on how many times the research says you need to see a 
new word in order to learn it. In a few years … advances like “gaze tracking” and measure-
ment of pupil dilation “will revolutionize” the gauging of cognitive response by making it 
possible to determine exactly what students are reacting to on the screen. (Rotella 2013)

The drone architecture in the schools then will be composed of networked portable, 
customizable, personalized tablets that serve as the converged platform for educa-
tional activities—reading, writing, viewing, listening, communicating, and so on. 
The result will be a constant flow of data upstream that feeds into automated forms 
of response—and, of course, the creation of comprehensive and increasingly com-
plex student profiles:

This growing stream of information, which can be analyzed down to individual keystrokes, 
yields a picture that will eventually progress in complexity from, say, a list of words a stu-
dent looks up to a profile of metacognitive skills—like the ability to concentrate—and in 
time to a full-blown portrait of a developing mind. In theory, each student will generate the 
intellectual equivalent of a fantastically detailed medical chart. (Rotella 2013)

Such a chart will have a variety of potential purposes—useful not just for educators 
but for medical and mental health professionals, for college admissions, for em-
ployers, and, of course, for marketers. Murdoch’s company, Amplify, insists (for the 
moment) that the data will remain solely in the hands of individual school districts 
(Rotella 2013). As it expands of course, and comes to be stored in “the cloud” it is 
sure to become available—at least in anonymized forms, to commercial data-ware-
housing companies. It could also become a very tempting asset for cash-strapped 
schools: Why not sell anonymized student data, if this can help recover some por-
tion of the huge sums invested in “tabletizing” the schools?

The development of such technology is allegedly undertaken with an eye to pro-
viding guidance to teachers, but the logic of automation is irresistible: There is no 
way any individual teacher will be able to make sense of the huge amounts of data 
generated by the constant use of an interactive device by a class full of students. 
Of course the sorting, sensemaking, and response apparatus will be automated—
just like the game that determine which words a student needs to work on and 
then shapes the reading curriculum to feature those words. There are surely some 
wonderful uses for tablets in the schools—but the droning of the schools is another 
matter. As pedagogy becomes automated, bypassing teachers themselves (realizing 
a recurring fantasy of the political right’s ongoing campaign against public school 
teachers), it comes to be structured by the imperatives of those who craft the al-
gorithms and mine the data. The operation of the algorithm becomes increasingly 
opaque in direct relation to the increasing amounts of data captured and processed. 
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If Amplify succeeds, Rupert Murdoch’s private, commercial, media empire will 
control not only a vast swath of the news to which people are exposed but also the 
algorithms that shape the educational priorities and activities of a nation’s schools. 
The paradox of drone logic is that individual specification and customization—the 
alleged push beyond the mass society model—coincides with increasingly power-
ful and efficient forms of centralization. Indeed, “total” individualization can only 
be provided by automated, networked devices: It would be impossible to have a 
teacher for each student, but not a tablet. And the tablet only operates in the mode 
of individuated instruction (as opposed to individuated use) to the extent that the 
process is remotely, centrally, and automatically managed. The interface is noth-
ing without the infrastructure: This is the central lesson of drone logic. Or, as one 
Air Force general put it, “It’s about the datalink, stupid” (Bowden 2013). A lone, 
disconnected tablet is like an untethered drone. It can perhaps record data, but it 
cannot share it, mine the combined data drove, and generate an automated response 
based on these aggregated findings. Droning, appropriately enough, is about the 
massification of individuation.

Drone Sociality

In keeping with the notion of “drone logic” as a portable model, we might ask the 
question regarding what happens to sociality itself when it is read through the lens 
of the drone. One possible answer lies in the example of an app called “NameTag” 
that received a lot of media attention in 2013 when it was marketed as the “first fa-
cial recognition app for Google Glass” (http://www.nametag.ws/). It portrayed itself 
as a kind of date-detecting drone: an application that would scan a room for faces 
that it could then link to social networking sites in order to assess compatibility with 
the user. As one breathless headline put it, “Could Google Glass Find Your Dream 
Date?” (ignoring the fact that Google, as of now, has not approved any app that uses 
facial recognition to identify anyone but the user; Prigg and Thornhill 2014). The 
app, in other words, transposes automated monitoring, detection, and profiling (as-
sociated with, say, the signature strike), into the realm of social life. Moreover, the 
app transforms Glass into a threat detection device: “Its makers claim it can even 
check the sex offenders register before deciding on a match” (Prigg and Thornhill 
2014). The app caters to the lure of the missed opportunity. In a world in which we 
pass mysterious and perhaps eligible strangers every day on the street or at a party, 
“Why leave meeting amazing people up to chance? Don’t miss out on the opportu-
nity to connect with others who share your passions!” (http://www.nametag.ws/). 
The flip side of ubiquitous threat is ubiquitous opportunity. The technology offers to 
make the process of meeting compatible people much more efficient, continuing the 
logic of devices like LoveGety and exporting the search-and-sort function of online 
dating into the offline world (or, rather, folding the offline world into the online one, 
via Google Glass).

http://www.nametag.ws/
http://www.nametag.ws/
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Drone sociality relies on automated opportunity identification and threat protec-
tion; it would take too long to interview everyone in a crowded room/street/party 
and make them fill out OKCupid style questionnaires. But if they have already 
done so online, NameTag can do the work of identifying them and looking them up 
for the user. The model is a familiar one in an era of information glut—when the 
(perceived) field of choices expands dramatically, automated forms of sorting and 
recommendation take over. The dependence of Web users on Google has become so 
taken-for-granted as to be almost overlooked—without a browser, the tremendous 
amounts of information available online would remain all but inaccessible. The 
same might be said about the expanding field of media content available to us-
ers—once upon a time a viewer could sort through the available channels without 
assistance. But with thousands of movies available on Netflix, users need some kind 
of automated or externally generated sorting and recommendation system. When it 
comes to control over information, organization is the new content. Whereas once 
upon a time, the attempt to limit access to particular kinds of information or knowl-
edge depended on restricting or censoring content, in the era of infoglut, it depends 
on controlling the algorithms that search, sort, and recommend.

Drone sociality transposes this logic into the realm of social life. It is already 
deeply entrenched in social networking sites like Facebook which organize our ex-
posure to messages from “friends” for us, deciding which are most likely to further 
the goals of the site (to get us to spend more time on Facebook, to post more in-
formation about ourselves, and to participate in online activities that contribute to 
the company’s bottom line). The company’s announcement of a smartphone app 
that would activate the user’s microphone to sample the sonic environment and 
automatically detect (and share) information about what music or TV is playing 
in the immediate vicinity highlights the droning of Facebook (Hill 2014). The app 
would treat smartphones as distributed content probes, scanning the environment 
for information about users and relaying this not just to friends, but, of course, to 
the company’s database of information about the listening and viewing habits of its 
users. More generally, sites like Facebook already partake of drone logic, insofar as 
they serve as ubiquitous, networked, automated forms of information capture and 
response. They do so in a double register: For users they serve as automated data 
collection devices about the sentiments and activities of “friends,” whereas for their 
owners they operate as distributed probes gathering an increasingly comprehensive 
map of the social landscape: of patterns of interaction, communication, and affili-
ation (as well as of movement, media consumption habits, and an expanding array 
of information). Of course, these probes generate more data than would be humanly 
possible to make sense of, requiring automated forms of sensemaking and response. 
In this regard, such sites face the common problem of drone monitoring: how to 
manage the growing array of data made available by increasingly pervasive forms 
of information capture in a growing range of dimensions. Users, interestingly, face 
a similar problem—and the development of apps like NameTag indicate how social 
life comes to be viewed through the same lens as other forms of information retriev-
al and processing. NameTag promises to open up the field of opportunity for social 
relations in the way that the Web opened up the range of available information. With 
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the help of the app, any face in the crowd can potentially be de-anonymized and 
vetted without the time and effort associated with introductions, conversation, and 
other forms of human contact that, paradoxically seem to gunk up the promise of 
friction-free sociality.

The invocation of logics of targeting and risk detection into social relationships is 
not particularly novel and is at least as old as their treatment in market terms. How-
ever, the droning of social life enacted by social networking sites and applications 
of various kinds (including dating and hookup apps like Grindr and Tinder) updates 
these logics for the digital era, in which the automation and digitization allows it to 
expand in scope and to permeate time and space in new ways. A person sitting on 
a park bench can use Tinder to search for potential dates up to 99 miles away. For 
the hypothetical user of NameTag, anyone within sight is a potential match. The 
increasing reliance upon the algorithm—and the automated forms of sorting and or-
ganization it enables—endows it with novel forms of power associated not so much 
with the content of the information being shared, but with the structure of sharing it-
self. As social life migrates onto online platforms, its dimensions become reliant on 
automated forms of sorting and response. Facebook notoriously uses algorithms to 
shape the information streams users receive from online contacts to meet its particu-
lar sets of priorities (fostering forms of engagement that contribute to its economic 
model). Along the way, of course, it engages in ongoing forms of experimentation 
to determine how tweaking the algorithm might influence user behavior. The 2014 
revelation of an experiment designed to determine whether changing the news feed 
good influence users’ moods generated some concern and controversy—but this 
was just a quick peek at the forms of ongoing experimentation that such sites do as 
a matter of course. As OkCupid’s co-founder put it in a blog post after the Facebook 
revelations: “We experiment on human beings … But guess what, everybody: if you 
use the Internet, you’re the subject of hundreds of experiments at any given time, on 
every site. That’s how websites work” (Rudder 2014). And those with the power to 
craft the online environment and capture the information it generates stand to ben-
efit from forms of monitoring and manipulation that are largely invisible to users. 
In this regard, every Web site and all networked communication devices operate in 
the drone dimension, all serving as probes that surreptitiously captured detail in-
formation that is collected, aggregated, and analyzed in order to provide automated 
forms of customized response. All the ingredients are there: distributed, always-on, 
ubiquitous monitoring devices, infrastructures for data collection and response, and 
automated forms of information processing and response.

Drone Politics

Of course, any site of potential power is also of interest in the political sphere. 
Thus, political consultants are jumping on the big data bandwagon in order to figure 
out how best to influence potential voters, contributors, or supporters in automated 
data-driven ways. As one somewhat retro scenario outlined in a political consulting 
trade magazine put it,
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The next frontier is embedding computer chips in direct mail pieces. No need to enter a web 
address or take a picture with your cell phone to access content … The computer chip will 
then match tested messaging to the user’s profile and online history, generating a personal-
ized message for the user. (Mack and Henry 2012)

In this scenario, the letter itself serves as part of a probe swarm, linking a particular 
recipient with other datasets, from online behavior to marketing history, to voting 
history: Whatever is available in the database. The goal, unsurprisingly, is to pro-
vide an automated customized appeal to a known target: “For example, if the user 
does web searches on education, the computer chip will calculate the dollar amount 
her neighborhood schools will cut if the wrong candidate gets elected in her state or 
district. If the user is a thirty-something female with two young children, the picture 
on the front of the website will be the same” (Mack and Henry 2012).

Viewed from the perspective of data miners, the broad sweep of interactive ap-
plications and devices serve as probes for inferring political preferences and pro-
clivities even when these are not directly expressed. One group of researchers, for 
example, claims to be able to use Twitter and other social networking sites to infer 
a user’s political leanings, which the researchers describe as “latent content”: “even 
when limited or no self-authored data is available, language from friends, retweets 
and user mention communications provide sufficient evidence for prediction.” 
(Volkova et al. 2014). Indeed, the researchers found that, using Twitter, “political 
preference can often be predicted using roughly 100 tweets” (Volkova et al. 2014). 
The music streaming company Pandora has developed algorithms to predict politi-
cal preferences based on musical taste: “It can deconstruct users’ song preferences 
to predict their political party of choice” (Singer 2014). The company says that it 
“does not analyze listeners’ attitudes to individual political issues like abortion or 
fracking” (Singer 2014)—at least for the moment. However, a computer researcher, 
mulling the power of Pandora as a probe, speculated that, “looking at music choic-
es, you could probably predict with high accuracy a person’s worldview … You 
might be able to predict people’s stance on issues like gun control or the environ-
ment” (Singer 2014). This possibility, of course, is what makes the automated data 
collection associated with networked media use, so interesting to political consul-
tants and strategists seeking new ways to target and influence voters. Drone politics 
treats any and all information that can be collected about voters as potentially useful 
for inferential purposes, that is, for excavating information about preferences and 
possible points of influence. The looming disconnect between user expectations 
and the intentions of data miners is constituted by the difference between conscious 
forms of self-disclosure (I will let Pandora know which songs I like) and inferential 
data mining (We can figure out what political issues are important to you from your 
musical tastes). If the goal of drone surveillance is the redoubling of everyday life 
in the form of a data profile, every aspect of life is rendered productive for a grow-
ing array of uses: threat detection, marketing, and influence. Every activity that 
takes place within reach of some element in a drone assemblage finds itself at the 
business end of a sensor. The ambition of the network incorporates the fantasy of 
the drone: 24/7 coverage: sleepless sensing and sensemaking—a certain gapless-
ness. With this goal in mind, we might move beyond the notion of drone politics as 
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yet another instantiation of the application of drone logic: A notion leading to the 
consideration of the ways in which political consultants, like marketers, enlist data 
collection and data mining to more effectively target and influence key voters and 
constituencies. The larger question here regards what the implicit politics of drone 
logic itself—that is, in what ways does this logic have political effects, construed in 
the sense of a broader concern with questions of control and governance.

A consideration of drone politics at this somewhat more general level suggests 
the following themes:

1. Drone logic augurs an era of the automation of influence, in the sense that cus-
tomizing and targeting necessarily become the product of automated processes 
of data collection, analysis, and response. A politician can only tailor a message 
within the constraints imposed by the ability to absorb, understand, and person-
ally implement knowledge about a voter base. Drone logic imagines the possibil-
ity of perfect specification: at the limit, a customized message for every inbox.

2. Drone logic only individualizes through the lens of the aggregate. Ultimately, it 
is not interested in individuals per se, but only in the patterns of influence that 
emerge from upstream data collection and downstream targeting of influence. 
The hallmark of the drone attack is the so-called “signature strike”—that is, the 
attack based on a data-generated profile, rather than on positive identification. 
As one news account puts it, “The term ‘signature strike’ is used to distinguish 
strikes conducted against individuals who ‘match a pre-identified “signature” of 
behavior that the U.S. links to militant activity,’ rather than targeting a specific 
person.” (Greenfield 2013). Much the same might be said of the broader forms 
of drone targeting described in previous sections: The signature pattern is more 
important for the decision-making process than is personal identification.

3. In the drone era, sorting and mapping are the new forms of scarcity. Information 
is plentiful: It is control over the ability to make sense of this data that becomes 
the source of power. Thus, logistical media like search engines, algorithms, and 
other organizational platforms become central to the ability to make information 
useful. Without a good search engine, the huge amounts of information available 
online become useless. Much the same might be said of the troves of data accu-
mulated by companies like Facebook, Google, and Twitter.

4. In drone logic, the process of automation tends toward the obliteration of what 
it relies upon. The goal is to surpass not only the human limitations on sensing 
and sensemaking, but on response time, and response specificity. The paradox is 
a familiar one: The whole system depends on the data generated by a category of 
raw material (humans) that it seeks to surpass. What makes the system possible 
at all is what “gums it up”—serving as the last remaining bit of resistance to the 
instantaneity of a feedback loop spiraling faster and faster.
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Drone Knowledge

Perhaps the most important political aspect of drone logic is the form of knowledge 
it ushers in: What might be described as a post-referential, post-explanatory, and 
pragmatism. In the account I have been offering here, drone logic is inseparable 
from automated forms of data processing: that is, ubiquitous, networked, always-on 
sensors generate too much information to be handled by humans. Data processing 
at this scale in turn generates forms of knowledge that are, as one account puts it, 
“too big to know” (Weinberger 2011)—that is, when they are working as planned, 
they represent the complex interactions of large numbers of variables that are too 
complex to render in the form of written or spoken hypotheses or explanations. The 
patterns are emergent—they are a product of the process itself, and their reliability 
is simply a function of how robust they remain over time (as calculated using his-
torical data and predictive analytics). Cybernetic control, in its drone manifestation 
evinces its roots in targeting and prediction.

Against this background we might reconsider the ways in which relatively re-
cent developments in theory anticipate and reinforce drone logic. I am tempted to 
describe these forms of knowledge, disparate as they may seem, as partaking of 
drone logic, and hence as forms of “drone theory.” By this term I mean to designate 
theoretical approaches that push in the post-explanatory, post-discursive, and, in 
some respects, post-human direction. Perhaps unsurprisingly these approaches tend 
to ally themselves with an allegedly resurgent materialism (albeit a decidedly non-
dialectical one). That is, they push beyond the realm of “discourse” and language 
to study “things,” evincing an interest in “material” histories, “material” cultures, 
and new “materialisms” of one kind or another. It is not difficult to discern in these 
approaches an echo of the high-profile data scientist Alex Pentland’s admonition to 
pay attention not to what people say but to what they do (Eggers 2014)—and even 
more broadly, to what things do (as being not discontinuous with what people do)—
or, what human-thing assemblages do.

In treating language as one more set of objects to be scanned, analyzed, and re-
sponded to in automated ways, drone logic participates in what might be described 
as the metadatification of language. When Google scans and analyzes messages, for 
example, it transforms the content into data about the content: A word in a message 
is not read for its communicative import to a receiver, but is registered as a fact 
about a particular communicative act—at a particular time and in a particular loca-
tion, person A included the words “trip” and “Paris” in a message, so perhaps this 
person might be a good target for an advertisement for hotels or restaurants in Paris 
(for example). Certainly the data processing is becoming increasingly sophisticated, 
but again the goal is not to derive interpretations of the content, but rather to align 
data about messages with data about responses.

This process of “metadatification”—whereby a message is reconfigured into 
data about itself—comes to stand as the post-ideological or post-textual moment 
taken to its logical conclusion. That is, once the notion of a containable, interpreta-
ble, and transmissible “dominant” meaning (or meanings) is deconstructed beyond 
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recognition—what we are left with is the circulation of affects, and eventually, from 
an instrumental point of view, their effects.

In the wake of what might be called the mistrust of signification—that is, the 
debunking of an ideological register over and above or otherwise distinct from an 
affective register, it is not particularly surprising that one of the recent tendencies 
embraced by post-discursive approaches to the media is toward the analysis of the 
circulation of affects rather than that of meanings, content, or representations. Such 
movements tend to fashion themselves as anti-discursive in their rejection of the 
linguistic turn’s ostensibly surpassed focus on representation and cognition and to-
ward bodies (and things) in their materiality (rather than their signification). Karen 
Barad, whose theory of “Agential Realism” has been influential in the development 
of “new materialist” approaches that have been taken up in media studies (and digi-
tal media studies in particular) argues, for example, that,

Language has been granted too much power. The linguistic turn, the semiotic turn, the 
interpretive turn, the cultural turn: it seems that at every turn lately every ‘thing’—even 
materiality—is turned into a matter of language or some other form of cultural representa-
tion. (2003, p. 804)

Unsurprisingly, in its antipathy to reading (“no humans read your email”) Google 
might well agree with this anti-anthropocentric formulation (and drone-friendly 
logic).

In the same vein, one of the provocateurs of so-called object-oriented ontology 
expresses a disdain for the distractions of language as only a video game aficionado 
could: “When we spend all of our time reading and writing words … we miss op-
portunities to visit the great outdoors” (Bogost 2012, p. 90).

A different, but perhaps not unrelated tendency is also manifested in the growing 
recent interest in German-inflected medium theory, where the influence of Friedrich 
Kittler looms large. As Jeremy Packer puts it, Kittler’s work represents a “cold-
turkey cure for hermeneutic and ideological fixation” (2013, p. 295). There is a 
certain affinity between the post-human commitments that surface in “new mate-
rialist” approaches and the fact that, as John Durham Peters puts it (in part of his 
introduction to Kittler’s Optical Media titled “This is Not Cultural Studies”) the 
German theorist, “has no use for the category of ‘the human’ or ‘experience’” (Kit-
tler 2010, p. 5). For him the conditions of the latter are subordinated to core media 
processes in a particular historical period: the collection, storage, and processing of 
data. The virtue of such an approach, according to Packer, is that it addresses a shift 
in the way digital media operate—a shift that he describes in distinctly logistical 
terms: “digital media power is first and foremost epistemological, not ideological. 
It is computational” (2013, p. 297). We might say much the same of drone power: it 
is post-ideological and post-discursive. Drones do not monitor ideology, they track 
sequences of correlation as proxies for chains of affect and effect. Even a “drone” 
analysis of text bypasses the register of “meaning” proper to seek out those se-
quences of words that correlate with responsiveness to particular influences and be-
haviors. In this regard, drone theory amounts to a kind of post-theory that amounts 
to what Chris Anderson describes as “the end of theory” ushered in by the advent of 
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big data: “Out with every theory of human behavior, from linguistics to sociology 
… Who knows why people do what they do? The point is they do it, and we can 
track and measure it with unprecedented fidelity. With enough data, the numbers 
speak for themselves” (2008). Like Anderson, Packer draws on Google’s data min-
ing prowess as a reference point for his analysis of what this chapter describes as 
the drone logic of automated monitoring and response:

Google’s computations are not content-oriented in the manner that advertising agencies 
or critical scholars are. Rather, the effect is the content. The only thing that matters are 
effects—did someone initiate financial data flows, spend time, consume, click, or conform? 
Further, the only measurable quantity is digital data. Google doesn’t and couldn’t measure 
ideology. (2013, p. 298)

After all “no humans read your email.”
In this regard it is worth asking, with Alex Galloway, “Why, within the current 

renaissance of research in continental philosophy, is there a coincidence between 
the structure of ontological systems and the structure of the most highly evolved 
technologies of post-Fordist capitalism? … Why, in short, is there a coincidence 
between today’s ontologies and the software of big business?” (2013, p. 347). Ad-
mittedly, the various strands of post-cultural theory referenced above (new materi-
alism and affect theory, object oriented ontology, and German medium theory) have 
some very significant differences, but they partake to various degrees in countering 
the linguistic/discursive turn. It is not difficult to discern certain affinities between 
tendencies in these approaches and a “datalogical” turn more generally—that is, 
a growing interest in what automated forms of information processing can reveal 
about the object formerly known as “content.” The attempt to get data to “speak for 
itself” parallels the appeal to a post-hermeneutic approach to the (vibrantly) “mate-
rial”—and a precognitive approach to the effects mobilized by the circulation of 
affect.

In keeping with the post-human ethos, data miners are not particularly inter-
ested in interpretive narratives of human intentionality. In the great “democracy of 
things” represented by the database, data about air pressure, broken windows, and 
the number of daylight hours commingle with the more distinctly human statistics 
about poverty and abuse. They are all endowed with a role in the formation of 
potentially useful patterns from the data—and thus treated as contributors to the 
monitored outcomes, whether these be crime rates, purchase volumes, catastrophic 
events, the circulation of diseases, and so on. The multiplication of variables and 
the automaticity of the algorithm displace the roles of interpretation and compre-
hension—the data are not so much symbols that need to be understood as they 
are inputs that need to be sorted. The patterns generated by the database are not 
explanatory, but actionable. The goal is not to unearth the depths of significance, 
but to accumulate enough raw material to allow surface patterns to emerge. Humans 
take their place—not necessarily a central one, and not necessarily in the distinctive 
role as subjects—within the growing menagerie of data about inanimate objects, 
forces, interactions, flora, and fauna. We might describe this as the perspective of 
the drone: a description of drone experience—the experience anticipated and aped 
by drone theory.
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While the resurgent focus on the significance of the material, the biological and 
technological has much to contribute to an understanding of the operation of emerg-
ing media forms and practices (perhaps not least because of the affinity noted by 
Galloway), their attempt to bypass or background the discursive dimension poses 
its own set of political concerns. Perhaps the defining one is the combination of an 
unfolding recognition of the complexity of networks of interaction with a correla-
tive leveling tendency (all parties to the interaction become subsumed to its overall 
effects). Consider, for example, the substance of Jane Bennett’s (2009) version of 
“vibrant” materialism, in which simple narratives of causality are displaced by the 
recognition of the constantly unfolding network of contributors to any event or out-
come. These go far beyond the human “agents” and include the material properties 
and affordances of any of an expanding array of participants. A power blackout, for 
example, is not simply the outcome of human activity, but of a range of “very ac-
tive and powerful nonhumans: electrons, trees, wind, electromagnetic fields” (2009, 
p. 47). The logic is both indisputable and indefinitely expandable (in ways that are 
familiar to older versions of materialism): The winds themselves are outcomes of a 
variety of “actors,” (the rotating earth, the sun’s activity, and so on) as are the mate-
rial properties of the wood of which trees are composed, and on and on.

The result, suggestively, is that the “agent” is the outcome and not the cause of 
a particular “assemblage.” (To transpose this into communicative terms, the mes-
sage is the effect, as Packer suggests.) The corollary is that subjective notions of 
intention are subsumed by the assemblage: “an intention is like a pebble thrown 
into a pond or an electrical current sent through a wire or network: it vibrates and 
merges with other currents, to affect and be affected” (Bennett 2009, p. 32). Such a 
formulation does not simply disperse or distribute agency, it also reassembles it in 
the form of the “agentic capacity” of the assemblage—what Bennett describes as 
“the dynamic force emanating from a spatiotemporal configuration rather than from 
any particular element in it” (Bennett 2009, p. 34). The message is the effect, and 
the effect is, in a sense, de-narrativized (the only narrative that could adequately en-
compass the infinitely expanding horizon of contributing agents is that available to 
a ubiquitous, distributed, all sensing drone network). Indeed, the only understand-
ing and accounting of such an assemblage would be that which is too big to know.

Taken to its post-human limit the drone perspective amounts to a kind of view 
from nowhere—and hence a resurgent idealism, despite the materialist posture. And 
the view from nowhere has a tendency to align itself a form of undifferentiated 
pluralism or imagined harmony that, wittingly or not, replicates the portrayal of the 
market as the most natural of cultural assemblages. Barad’s ethical injunction is 
perhaps compelling, in general terms: “Intra-acting responsibly as part of the world 
means taking account of the entangled phenomena that are intrinsic to the world’s 
vitality and being responsive to the possibilities that might help us and it flourish” 
(2007, p. 396). Whence the notion of a unified “it” or “us”—and the underlying as-
sumption of the possibility that everything encompassed therein might flourish to-
gether (nuclear power plants and humans? Carbon combustion devices and oxygen 
breathing creatures? Flesh-eating bacteria and limbs? Capitalist and proletariat).
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The fantasy of drone politics and the theory that underwrites it is that it might 
be either possible or desirable to permanently bracket the cultural, as in the com-
plementary trajectories of, on the one hand, the forms of automated tracking and 
sensemaking that dispense with the need for comprehension and, on the other, the 
analysis of assemblages in their infinite complexity (a process that necessarily tends 
toward and will likely come to privilege automation—as in some strands of the 
digital humanities). It is perhaps not surprising that even in the humanities there has 
been a proliferation of grant requests to fund the hardware and software that allow 
for the automated analysis of large numbers of texts, ranging from historical bodies 
of literature to Twitter feeds. The goal here, in all of its post-representational glory, 
is to gain some kind of efficient “knowledge” without having to read, Google-style. 
The impulse resonates with that of automated data mining for security purposes: the 
generation of suspects that has nothing to do with the interpretation of individual 
narratives, with posited causal interpretations, but simply with patterns of interac-
tions over time (the signature strike). Action can be taken without any interpretive 
understanding of why—without “reading,” as it were.

There is an historical logic to the advent of what I am calling drone theory: on the 
one hand, it aligns itself with recent developments in other knowledge spheres—
those which are coming to rely increasingly upon emerging automated processes. At 
the same time, it addresses the challenges posed by the interpretive impasses associ-
ated with discourse-oriented approaches. In this regard, it partakes of what might 
be described as the neo-pragmatism that seems to unite various strands of post-
metanarratival theory while simultaneously eliding the realm of the subconscious, 
desire, and psychoanalytic subject. These are also, perhaps not surprisingly, the 
blind spots of the correlational logic of data mining and analytics, which do not seek 
to reconstruct subjects or parse their motivations, conscious or otherwise. When the 
data speaks for itself, the subject need not. The term “drone,” with its connotations 
of asexual reproduction, is suggestive in this regard. For what both theoretical and 
practical versions of drone thinking elide is the relationship between language, the 
subconscious, and desire. Post-humanist thought of the materialist variety outlined 
above remains, in this regard, both post-discursive and, necessarily, postpsychoana-
lytic. Drone thought is asexual in the sense that it seeks to bypass the deadlock of 
the symbolic—whose defining feature is, as Slavoj Zizek (2011) argues, the nonex-
istence of the sexual relationship. The deadlock of the real, he argues, is “inscribed 
in the very core of human sexuality: ‘There is no sexual relationship.’ Human sexu-
ality is marked by an irreducible failure, sexual difference is the antagonism of 
the two sexual positions between which there is no common denominator” (p. 65). 
Perhaps the clearest example of the resultant form of false pluralism—pluralism 
under duress (to invoke Adorno’s notion of “reconciliation under duress”) is the 
uncanny recurrence of harmony in the form of the assemblage—that is, the im-
plicit disavowal of the type of structuring deadlock that interests Zizek (and that 
he associates, of course, with capitalism). In such analyses, the assemblage is the 
only remaining element of structure—and it is neither a causal nor an explanatory 
structure. Description can delve beneath the level of the assemblage—its elements 
can be accounted for, but the notion of a fundamental structuring deadlock within 
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the assemblage remains foreign to the analysis. How else to account for Barad’s 
imagery of “the world’s vitality” and its shared flourishing with “us”? There may 
be interactions that cancel one another out, or result in one element overwhelm-
ing another—but no deadlocks or contradictions running like fault lines through 
these various assemblages. There may be split subjects, but there are no split assem-
blages. Perhaps the challenge posed by the disconcerting complementarity between 
these variants of post-humanist materialism and what I have been calling “drone 
theory” is to narrativize the post-narrative turn—to tell a story about why it might 
have come into being and what purposes it might serve; after all, try as it might, it 
has not (yet) wrested itself from the narrative logic it eschews.
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Chapter 3
The Political and Moral Economies of Dual 
Technology Transfers: Arming Police Drones

Kristin Bergtora Sandvik

Introduction

To offset declining demand from the defense sector, the drone industry is engaging 
in significant marketing efforts throughout the world, including emerging markets, 
to promote the “good” use of drones for purposes other than national security.1 
To better understand the process by which military drone technologies are being 
transferred to the domestic sphere, this chapter takes a close look at the emergence 
of what I will call the “public order drone,” whose purposes encompass both fire-
fighting and law enforcement. I am particularly interested in a subset of the public 
order category—namely, the armed police drone—and in the process through which 
police drones may be weaponized.

Given the significant public resistance to the deployment of armed police drones—
and the technology’s failure, so far, to attain certain technical and safety standards—
some observers view the use of armed police drones as an unlikely prospect for the 
near future (RT 2013). I would argue, however, that the arming of police drones should 
be conceived of as a process, rather than as a one-time technological breakthrough or 
political decision. My perspective is based on the view that technology is neither in-
herently neutral nor passively adopted by society. Instead, society and technology are 
mutually constitutive; thus, the construction of technology is subject to political con-
testation, commercial competition, and economic considerations. More specifically, 
drone technology allows a specific set of political and military rationales and projects 
that must be investigated—not merely for their “newness” but for the power they 
represent and the practices they enable (Herrera 2003; Fritsch 2011; McCarthy 2013).

1 This chapter relies on a broad conceptualization of the “drone industry”: As used here, the term 
refers mainly to US-based military manufacturers but also to established Israeli and European 
military manufacturers as well as to start-up manufacturers in the USA and elsewhere.
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I would argue that armed police drones have already begun to emerge from the 
realm of the imaginary, through the confluence of a number of factors:

• Patterns of research and development (R&D) in the drone industry and of pro-
curement in the law enforcement sector

• Transformations of the payload
• Improvements in safety and airworthiness
• The drone lobby’s promotion of military and civilian success stories
• The drone lobby’s success at pushing the geographical and substantive boundar-

ies of use
• The continued trends towards increasingly sophisticated, miniaturized, and inex-

pensive technology goods

Scholarship on police drones—primarily in the fields of criminology, critical war 
studies, and critical terrorism studies—has focused on the emergence of police 
drones in relation to two contexts: the militarization of policing and the securitiza-
tion and pacification continuum between war and peace. In addition to building on 
insights from this literature, this chapter draws on other literature focusing on both 
military and civilian drones, media reports, explorations of the topic undertaken by 
civil society organizations, and the author’s direct participation in the domestic and 
international policy debate on drone proliferation.

My reading of the process of weaponization takes political economy as its ana-
lytical starting point. As used here, the phrase political economy refers to the study 
of how political institutions, the political environment, and the economic system 
influence each other. In the late 2000s, as the gradual winding down of engage-
ments in Iraq and Afghanistan intersected with a worldwide financial crisis, defense 
budgets tightened and drone manufacturers stepped up their efforts to open US and 
European civil airspace to the use of drones outside the context of violent conflict 
(Hayes et al. 2014). Symptomatic of this push for drone technology transfer is the 
fact that in the USA and elsewhere, police now use drones for general surveillance, 
crowd control, crime prevention, evidence gathering, and arrests. Nevertheless, 
drone manufacturers and their lobbyists are aware that the use of drones for law 
enforcement, as well as for more general civil uses, is hampered by regulations, 
including those that limit access to civil airspace. In their view, the result is missed 
economic opportunities domestically, lost market shares globally, and a lag in the 
cultural acceptance of the use of drones in civil airspace, including for the purpose 
of maintaining public order. Finally, drone manufacturers and lobbyists perceive 
lack of access to civil airspace as hobbling public discussion of the potential future 
use of armed drones to maintain public order.

Any discussion of armed police drones must acknowledge that in the sphere of 
military action, a prototype for such drones already exists at the interface of minia-
turization and weaponization. As Tyler Wall has observed, the move to arm police 
drones has been concurrent with the move to arm micro-unmanned aerial vehicles 
(UAVs; Wall 2013). Using the fragmented information publicly available, I have 
sketched out a biography of the Switchblade, a microdrone with a lethal payload 
that has been used in Afghanistan since 2012. Any account of the Switchblade is 
an account of unknowns: We do not really know that the Switchblade has been 
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deployed with lethal effects or how lethal it has been. Similarly, little is known 
about the industry’s long-term goals, particularly with respect to transferring armed 
microdrones to the civilian market. Such technology transfers are now possible, 
however, and are a source of potential interest to drone manufacturers. I would 
argue, however, that the process through which the transfer may occur is more com-
plicated than what is commonly envisioned in the scholarship on the “militarization 
of policing.”

My contribution is to illuminate this process by exploring the role of moral econ-
omies in the transfer of military technology to the civilian law enforcement realm. 
By moral economy, I refer to an environment in which social expectations, cultural 
transactions, and emotional investments collectively create a shared understanding 
between the participants in an economic exchange.2 With regard to the development 
of armed police drones, the drone industry faces legitimacy problems (stemming 
from the “drone wars”) and the associated difficulty of “educating the public” about 
drones. To overcome these problems, the industry has had to engage in the strategic 
mobilization of moral economy in the public domain, principally by attempting to 
gain leverage in the struggle for resources—whether for access to civil airspace or 
funding for procurement and R&D.3 The industry’s overall objective is to create a 
shift within the existing moral landscape, which is characterized by negative emo-
tions, including both fear and skepticism. By mapping the types of arguments that 
have been deployed to bring the armed police drone out of the realm of the imagi-
nary, I hope to offer an inventory of the moral economy that is at play.

The media and the blogosphere are rife with reports on beneficial new appli-
cations for drones—from peacekeeping to humanitarian relief, search and rescue, 
border control, environmental and wildlife protection, and precision agriculture 
(Sandvik and Gabrielsen Jumbert forthcoming). Despite the inclusion of “good” 
uses (finding lost children), such reports tend to focus on “endless” uses of drones 
in the realm of law enforcement, particularly in light of the considerations of size, 
cost, and operationability.

In my view, this emphasis on open-ended possibility as a value in itself is an im-
portant part of the constitution of armed police drones. Moreover, at present, public 
discussions of such drones play out with reference to a particular type of payload—
namely, nonlethal or less lethal weapons (this chapter will use the latter term)—and 
in two specific contexts. The first context is what I will call “innovation talk”: In-
novation talk is engendered by way of the public demonstration of microdrones, 
armed with less lethal weapons, that are being manufactured by smaller manufac-
turers, including start-ups. Such talk is rendered both possible and respectable under 

2 While this definition of moral economy is useful, it is difficult to gauge its origin. There are 
several examples of unattributed uses in scholarly works. Building on the seminal contributions of 
E. P. Thompson and James Scott on moral economies in pre-market and traditional societies, con-
temporary scholarship emphasizes the notion that there is a “moral economy” that shapes habits 
and norms in the economic sphere and also lends legitimacy to the constitution of the economy and 
markets, and to the allocation of social goods. The term is often invoked in discussions of actors 
who have been deprived of social justice (Thompson 1971; Scott 1976; Arnold 2001; Mau 2004; 
Karstedt and Farrall 2006).
3 For a discussion of the moral economy of humanitarian drones, see Sandvik and Lohne (2014).
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the guise of “critical public reflection.” The second context is the production and 
deployment of drones that carry nonlethal weapons and that are used for specific 
“crisis management” purposes in countries with problematic human rights records 
and high levels of societal violence. In an interconnected world, news coverage of 
the usage and capabilities of these drones quickly travels globally.

The effectiveness of this moral economy arsenal will be evaluated in light of the 
criticisms raised against it by activists, lawmakers, scholars, and the media. Hence, 
I also include a discussion of these criticisms. In their efforts to promote the transfer 
of armed drone technology to the civilian realm—and to law enforcement in par-
ticular—the drone industry and its lobbyists frequently tout the advantages of drone 
use: specifically, precision, prevention (of further harm), and cost. The “precision, 
prevention, cost” argument for armed police drones echoes the rationales that have 
been used for the deployment of combat drones in targeted killing—rationales that 
critics have met by pointing to the risks associated with such uses, including high 
numbers of civilian casualties, increased civil resistance, and massive loss of hard-
ware. Similarly, in the realm of armed police drones, industry representatives cite 
the efficiency, cost-effectiveness, and public safety value of the technologies, while 
critics point to potential budgeting problems, including unforeseen expenses; to the 
risks associated with inadequate maintenance, equipment malfunctions, and insuf-
ficient training; and to the possible dangers for socially marginalized groups.

The chapter consists of eight sections: parts 1 and 2 provide context; part 3 offers 
a biography of the Switchblade, an extant and operational killer microdrone; parts 
4, 5, and 6 map out the moral economy of the police drone; and part 7 evaluates 
criticisms of the arguments on which the moral economy of the drone industry is 
based. Part 8 provides a brief conclusion.

The Militarization of Policing

The criminological literature has paid significant attention to the tradition of mili-
tary technology shifting to domestic law enforcement and creating a paramilitary 
police culture (Balko 2013; Holmqvist 2014; Li 2014) According to Abigail Hall 
and Christopher Coyne (2014), the political economy underlying the militarization 
of domestic policing is premised on “crises” that prompt the government to take 
immediate action but that ultimately become perpetual wars—the War on Drugs 
and the War on Terror being the primary examples. Hall and Coyne argue that as 
the police engage in military-style training, acquire military weapons, and employ 
military tactics in everyday operations, the protective state devolves into a preda-
tory state that undermines the rights of the populace.

Because of the entirely distinct forms of violence in which the police and the 
military are supposed to engage—domestic police are trained to use violence only 
as a last resort, whereas military forces are trained to achieve victory through com-
bat—the militarization of domestic policing is highly problematic (Hall and Coyne 
2013a). One corollary result is a shift in the conceptualization of the events and be-
haviors with which law enforcement is expected to deal: For example, criminality is 
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redefined as insurgency and crime control as low-intensity conflict; in a militarized 
law enforcement environment, both require counterinsurgency tactics and equip-
ment (Kraska 2007).

The “golden years” of procurement for the War on Terror saw a blossoming mar-
ket for new equipment, along with concomitant “tech innovation” discourses. The 
continuing transfer of large-scale (and often free) surplus military equipment—both 
offensive and defensive—to police departments has become an important field of 
empirical and theoretical inquiry (Harwood 2014; Salter 2013).4 Recently, specific 
concerns have emerged regarding the ways in which both the technological and 
techno-cultural transfer of drone technology may affect law enforcement. Public 
discourse about armed police drones—including some academic discourse—often 
places them in the context of the long history of colonial airpower (Satia 2014), 
with a particular focus on drones as a continuation of the police logic that has been 
inherent in airpower since its inception (Neocleous 2013).

Academics are not alone in their fascination with drones: their deep interest is 
shared by politicians, the media, and the public at large. While Wall (2013, p. 34) 
predicts a “repurposing” of military drones as a means of providing domestic polic-
ing, he warns against fetishizing the technology, observing that the “boomeranging” 
of military UAVs is but one contemporary example of the long alliance between war 
power and police power.5 He suggests that the military and law enforcement have 
historically operated on a continuum of control. In this perspective, policing would 
not be “transformed” by the use of armed drones but would simply move along the 
spectrum of control in the direction of the military. Despite valuable contributions 
from Wall and other observers, however, the notion of the “good drone” has so far 
received little critical attention, nor has the concept of the “public order drone” been 
subjected to analysis as a precondition for the emergence of armed police drones.

Police Drones in Civil Airspace: Access and Proliferation 
Issues

While many US states and some European nations have drone legislation pending 
or in place (Hayes et al. 2014), industry actors consistently present the lack of gen-
eral access to civil airspace as the single most important obstacle to the proliferation 
of commercial and government drones (Presutti 2014). There is much talk, on the 
part of drone manufacturers and lobbyists, of “missed opportunities”: One industry 
study argues, for example, that failing to integrate drones into US civil airspace 
is costing tens of thousands of jobs and that the economic impact is more than 

4 I will note, but not delve further into, emergent criticism focusing on an alleged “emptiness” and 
token interdisciplinarity in the burgeoning scholarship emerging from these insights (Neocleous 
2014).
5 The boomerang effect is where control technologies deployed abroad in colonial and military 
campaigns “boomerang” back to the metropole to be deployed against “homefront” populations 
(Wall 2013, p. 34).
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US$10 billion annually or US$27.6 million a day (El-Hasan 2013). As John Sifton 
(2012) notes, however, new civilian-operating environments for drones, especially 
in the law enforcement sector, tend to emerge in advance of policies and procedures 
to govern their use. In keeping with this view, Wall (2013) notes that the drone is be-
coming “normalized” in police circles through special permits and exceptions. Hall 
and Coyne (2013a), meanwhile, observe that military and police interests in ex-
panding their activities intersect with the lobbying efforts of special interest groups.

In recent years, the media have reported on extensive use of drones by US law 
enforcement for general surveillance, crowd control, crime prevention, evidence 
gathering, and arrests. Police agencies in Alabama, Arkansas, California, Colorado, 
Florida, Idaho, Maryland, North Dakota, South Carolina, Texas, Utah, and Wash-
ington State have requested or received authorization from the Federal Aviation 
Administration (FAA) to use surveillance drones, including the ShadowHawk, the 
T-Hawk, the WASP III, and the Draganflyer X6. Local law enforcement agencies 
are also receiving direct help from the military and the federal government: For 
example, the US Air Force has assisted North Dakota police with surveillance, and 
Predator drones belonging to the US Border Patrol have been loaned out to un-
named sheriffs’ departments (Evans 2014; Fox News 2014). The US Department 
of Homeland Security (DHS) provides police “with all the gadgets, hardware, and 
software necessary to keep everybody under surveillance,” giving local police enor-
mous amounts of data about citizens (Wolverton 2014).

The increasing acquisition and use of surveillance drones by law enforcement 
agencies is not limited to the USA—suchdrones have been deployed by police in 
Australia, Canada, New Zealand, and the UK (Fisher 2013; Bowman 2014; Greene 
2014; Huffington Post 2014; Mcleod 2014) as well as in nations with fewer le-
gal protections and higher levels of social unrest. In Brazil, for example, surveil-
lance drones have been used in favelas and at sporting events. In Colombia, drones 
have been used for counterterrorism; in Mexico, to control drug trafficking; and in 
Russia, to control drugs, crime, and street protests (Franceschi-Bicchierai 2012; 
Mercopress 2012; Robbins 2013). Moreover, drones are increasingly likely to have 
been designed, manufactured, and exported from such countries, as domestic drone 
industries evolve and mature. As I will suggest later in the chapter, a future deploy-
ment of weaponized public order drones anywhere can lead to the normalization 
and legitimization of such uses in Western liberal democracies.

The Switchblade: A Biography

Wall (2013) observes that the move to weaponize police drones has been concurrent 
with the move to weaponize micro-UAVs. Thus, an important starting point for a 
discussion of armed police drones is the observation that prototypes for such drones 
already exist and are being deployed for military uses. Although there may be no 
societal or political readiness to use armed drones to impose public order, there is 
technological readiness.



513 The Political and Moral Economies of Dual Technology …

Well-known drone models such as the Predator and the Reaper require hundreds 
of people to remain airborne, to produce legible information, and to effectively 
strike a target. However, the technologies that are part of the US military’s Lethal 
Miniature Aerial Munition System (LMAMS, a drone category sometimes referred 
to broadly as “loitering munitions.” This chapter also sees LMAMS as synonymous 
with weaponized microdrones) offer “the infantry something it never had with tra-
ditional mortar rounds: the ability to reconnoitre an enemy target before delivering 
a quick, precision airstrike” (McLeary 2013a). The most famous LMAMS is the 
Switchblade, described by its manufacturer, AeroVironment, as “the warfighter’s 
magic bullet” (Aerovironment 2012; Defense Update n.d.). In 2012, Time magazine 
heralded the Switchblade as “one of the best inventions of the year” (Time 2012).

Over the past decade, AeroVironment has become the Pentagon’s top suppli-
er of small drones, including the Raven and the Puma. As of 2011, the firm was 
spending nearly US$1 million annually on lobbying, much of which focused on 
“expanding the use of drones beyond military uses into domestic law enforcement 
settings”—which AeroVironment sees as intrinsic to its future growth (Greenwald 
2011). But in 2012, the wars in Iraq and Afghanistan were winding down, mili-
tary spending declined, and AeroVironment began to report losses: In 2013, the 
value of the company’s stock plummeted more than 18 % in April alone (Hennigan 
2013). Nevertheless, in September 2013, the US government awarded AeroViron-
ment US$51.4 million in contracts for the Switchblade (Smith 2013). The company 
says that it sees “significant opportunities” for long-term, compound growth in its 
Switchblade loitering munitions systems and international small-drone sales, in 
both defense and nondefense industries (Ventura County Star 2013).

At about 24 in. in length, weighing between 5 and 6 lb (2.7 kg), and with a 
price tag of somewhere between US$40,000 and US$150,000, the Switchblade—
variously referred to by its admirers as the “kamikaze drone” (Barrie 2012) and the 
“ultimate assassin bug” (Gouré 2011)—can be transported in the trunk of a car and 
assembled and deployed within a matter of minutes by a single soldier or by a police 
officer chasing a suspect—whom it can not only find but kill (Greenwald 2011). 
The drone, which can be launched from a small tube and can fly either manually or 
autonomously, carries an explosive charge equivalent to that of a 40-mm grenade, 
allowing it to target lightly armored vehicles and embedded (or otherwise inacces-
sible) infantry positions, such as on rooftops or ridge lines (Strategy Page 2013; 
Barrie 2012; NavalDrones n.d.; Tarantola 2013).

The Switchblade is marketed as a quick killer: Once it has been released, its 
four wings spring open, its propeller starts spinning, and it can move at a speed of 
up to 8 knots (nearly 100 mph), providing “a powerful, but expendable miniature 
flying intelligence, surveillance and reconnaissance…package on a beyond line-
of-sight…target within minutes.” One of the Switchblade’s crucial attributes is its 
potential for silence: According to AeroVironment, the drone can “either glide or 
propel itself via quiet electric propulsion,” making it difficult to detect, recognize, 
and track (AeroVironment n.d.b).

From the Pentagon’s perspective, the advantage of acquiring the Switchblade 
was the opportunity to counter one of the principal criticisms of the drone wars—
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namely, by reducing “civilian casualties and collateral damage” (Hennigan 2012). 
The manufacturer, for its part, describes the Switchblade as both a “precision strike 
solution” (AeroVironment n.d.b) and a new type of munition to “protect US forces” 
(AeroVironment 2014). Importantly, the Switchblade is also marketed as a tool of 
urban warfare: “instead of calling in an airstrike in a densely populated urban area 
to clear out dug-in enemy positions,” the Switchblade enables forces to strike with 
“pinpoint accuracy” (Tarantola 2013).

The Switchblade has been deployed in Afghanistan since late 2012—and, ac-
cording to industry sources, is succeeding in its goals and has been well received in 
the field. An industry press article from May 2013, for example, notes that “Army 
officials confirmed in February that the Switchblade officially became lethal earlier 
this year, scoring several hits on enemy targets” (McLeary 2013a). Another source 
notes that by 2013, “theater came in and said, ‘We need dramatically more’ than 
the 75 initially supplied in late 2012.” Colonel Pete Newell, the director of the US 
Army’s Rapid Equipping Force, has stated that the Switchblade has “gained some 
notoriety of its own on both sides”—meaning even among the insurgents targeted 
by it (McLeary 2013b). Finally, according to another industry source, “the US-NA-
TO military command…[in Afghanistan] says they’re loving what they’re seeing 
from it [Switchblade],” and the drone has been “very effective.”

In an environment in which virtually all available information comes from the 
industry itself, it is difficult to get a clear view of the Switchblade’s performance. 
Wired.com—which, along with the Danger Room, has filed a Freedom of Informa-
tion Act request with the US Central Command (Ackerman 2014)—notes that there 
is no reliable, publicly available information about the “deployment, effectiveness, 
distribution or tactical employment” of the system, in particular, about “the break-
down between its surveillance missions and its lethal ones; and certainly nothing 
about its accuracy” (Ackerman 2014). Nevertheless, industry advocates continue to 
make claims not only about the drone’s perceived effectiveness but about the US 
military’s increasing demand for it. Such claims contribute to the constitution of 
the Switchblade—and loitering munitions in general—as feasible, protective (saves 
soldiers on the ground today, can save law enforcement tomorrow), and effective 
tools for maintaining public order.

The emergence of drones like the Switchblade means that small, tactical ground 
units can now orchestrate air-to-ground ambushes or flanking maneuvers from con-
cealed positions, a capability that has several implications. First, it raises significant 
concerns about thresholds for the use of force (Lively 2012). Second, it changes 
the “boots on the ground” argument usually deployed in defense of armed drones: 
Instead of being used to avoid the use of combat troops, armed drones would be 
deployed to keep boots on the ground. 6 In practice, this means that the decision to 
kill could be brought down to the level of the platoon commander or even that of in-
dividual soldiers (Hennigan 2012). Such a scenario would be in sharp contrast to the 
deployment of the Predator and Reaper drones, which is monitored by a small army 
of military lawyers. Concerns about decision-making will become even more acute 

6 This paragraph builds on insights from Sandvik (forthcoming).
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when set against the backdrop of past training practices for micro-UAVs: Histori-
cally, there has been no consistency in the “frequency or timing” of pilot training, 
which is only now being institutionalized and standardized.7

Industry Efforts to “Educate the Public”

The drone lobby includes both drone manufacturers and providers of supportive 
services (training, maintenance, and consulting; Hall and Coyne 2013a). Despite 
being open to “members…with an active interest in UAVs and the development 
of opportunities to use these systems on a routine basis for the overall benefit of 
mankind” (UAVS 2014), the industry’s lobbying organizations perceive themselves 
as having a “public relations problem” (Wolverton 2012), caused by its failure to 
properly “educate the public” about the benefits of drone use in civil airspace. It is 
useful to examine some of the reasons for this state of affairs:

To begin with, the very use of the term drone continues to be contested. Both 
the military and the drone industry object to the word and have for some time in-
sisted on a variety of alternatives, including UAV, remotely piloted aircraft (RPA), 
remotely piloted vehicle (RPV), and unmanned aircraft system (UAS). Critics have 
responded by accusing the industry of failing to recognize the existence of “legiti-
mate issues to be debated about how unmanned systems might be used,” and have 
observed that the industry appears to believe that a semantic shift will make the 
criticism go away (McNeal 2013).

In the wake of broad coverage, including human rights reporting, on civilian 
deaths in Afghanistan, Pakistan, and Yemen, the drone industry found itself being 
regarded as partially responsible for what are known as “drone wars” (Cavallaro 
and Sonnenberg 2012). In February 2013, Paul Applewhite, a member of the board 
of directors of the Association for Unmanned Vehicle Systems International (AU-
VSI), which represents 80 companies based in the Pacific Northwest region of the 
USA, participated in a congressional hearing on drones. In response to a question 
regarding the backlash against drones, Applewhite said, “My opinion is that the way 
that we’re currently using drones in warfare, we’re moving away from indiscrimi-
nate killing to discriminate killing” (Thalen 2013).

Yet, the image of drone manufacturers as a particular breed of war profiteers is 
not the only problem; another concern is the lack of attention to safety and security 
as the industry attempts to open civil airspace. The FAA Modernization and Reform 
Act of 2012, for example, which was drafted with extensive involvement from the 
drone lobby, makes no explicit reference to privacy. To counter an outburst of criti-
cism, AUVSI later issued a code of conduct, which has been strongly criticized for 
ignoring key concerns with respect to pilot skills, privacy, and sanctions for vio-

7 While operators of larger UAVs have their own military occupational specialties and belong 
to units dedicated to that purpose, Marines using the smallest UAVs have received training on a 
catch-as-catch-can basis (Sanborn 2012).
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lating the code (Thalen 2013). Moreover, despite general support for drone wars 
abroad, Americans remain skeptical about the domestic use of police drones: In a 
2013 poll, 58 % of respondents agreed that law enforcement’s use of militarized 
weapons, armored vehicles, and drones has gone too far (Detrick 2013).

I would suggest that because of its failure to “educate the public” (and thereby 
repudiate the negative perceptions of drones), the drone industry is attempting to 
embrace drone uses that can be regarded as serving the “public good”—an impor-
tant strategy in the struggle to open civil airspace (ABANEWS 2013). By creating 
a shared moral economy that traverses the boundaries between military and civil 
airspace, the drone industry is making a concerted effort to persuade the public that 
drones are acceptable in civil airspace. By 2012, the drone industry in the UK had 
found it necessary to engage in a “long-term public relations effort to counter the 
negative image of the controversial aircraft”; the goal was to create “a narrative that 
presents the introduction of drones in the UK as part of a ʻnational mission’” and 
to demonstrate that drones “benefit mankind in general” (Gallagher 2012). That 
same year, the US drone lobby launched the website increasinghumanpotential.org, 
which emphasizes the shared moral values (“saving time, saving money and, most 
importantly, saving lives”) and conceptions of justice inherent in civilian drone uses.

Within this “good drone” discourse, the public order (sometimes “public safety”) 
drone occupies a particular space. The concept of the public order drone merges 
firefighting and policing, which is a valuable strategy for several reasons: first, 
firefighting has fewer negative connotations (such as association with the drone 
wars) and raises fewer difficult issues (such as privacy and fear of government in-
trusion); second, firefighting appears to offer more unambiguous advantages (such 
as protecting the lives of civilians and firefighters, as well as saving property and 
wildlife; Bennett 2012a).

The Mobilization of Moral Economies: Precision, 
Preemption, and Cost

Recurrent references to three advantages—preemption, precision, and price—are 
a central feature of the moral economy of the police drone. As noted earlier, these 
same factors are used as rationales for the use of combat drones (including the 
Switchblade) in targeted killing. The Switchblade’s manufacturer, AeroVironment, 
is now “zeroing in on a new market—police and fire departments too small to af-
ford their own helicopters, but big enough to have a need for overhead surveillance” 
(Rieland 2012).

The targeting logic of drones is shaped by what Tyler Wall and Torin Monahan 
(2011, p. 240) call “an actuarial form of surveillance,” which is predicated on pre-
empting harm. Independent of where or for what purpose drones are deployed, they 
accumulate data that are then used as the basis for risk calculations (and, where risk 
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is deemed excessive, elimination of targeted individuals; Haggerty et al 2011). The 
dominant politico-military rationale for the use of drones in war is that the “drone 
stare”—a video feed in near real-time—allows the operator to see and strike with 
“surgical precision,” not only minimizing civilian casualties but also eliminating 
the risk to one’s own soldiers. This rationale is in keeping with what James Der De-
rian has referred to as “virtuous war,” which is founded on “the technical ability and 
ethical imperative to threaten and, if necessary, actualize violence from a distance—
with no or minimal casualties” (Der Derian 2009, p. 772). In its promotion of their 
candidate for the law enforcement drone, the microdrone “Qube,” AeroVironment 
notes that the Raven, Puma, and Wasp microdrones “prove their value on the battle-
field on a regular basis by providing their operators with better information to help 
them make better decisions.” AeroVironment describes the Qube as an affordable, 
portable, and rapidly deployable eye in the sky, capable of providing “real-time situ-
ational awareness without putting anyone in harm’s way” (AeroVironment n.d.a).

As noted by the American Civil Liberties Union (ACLU), both drones them-
selves and the surveillance technologies attached to them are steadily decreasing in 
cost and increasing in power: With mass production, these tools will become suf-
ficiently inexpensive that a local police department will be able to fill the skies over 
a town with them (ACLU 2011). The Qube, for example, “will likely be marketed 
mainly to smaller agencies that can’t afford manned aircraft” (Jones 2012), such 
as helicopters. According to an AeroVironment representative, “a Qube system’s 
less than $50,000, which is about what police agencies pay for a fully equipped po-
lice cruiser…and much less than what they might pay for a helicopter, which costs 
$1–2 million” (CBS 2013).

The manufacturer presents the Qube as “a small unmanned aircraft that’s de-
signed to give first responders an immediate eye in the sky so they can find lost kids, 
they can investigate accidents, they can support disaster recovery for earthquakes 
in California, tornadoes in the Midwest, hurricanes in the Gulf Coast” (CBS 2013). 
While this sort of rhetoric explicitly emphasizes beneficial uses, the real focus is 
on the endless possibilities for future use. For example, in touting the Qube as just 
what a forward-thinking police department needs (Rieland 2012), AeroVironment 
uses the phrase “joining the 21st century.”

I would argue that this emphasis on open-ended possibility as a value in itself 
is an important part of the ongoing and future constitution of armed drones. To 
defend the current use of drones by the Border Patrol, a senior DHS official argued 
that “it is not about the things we are doing today. It is about the things we might 
be able to do” (Bennett 2012b). I would also suggest that the notion of endless pos-
sibility is clearly linked to past uses of the same or similar technology for military 
purposes. For example, an AeroVironment representative observed, during a trade 
show interview, that “a lot of law enforcement are familiar with the full line of 
Aerovironment’s unmanned products. Some of them have used them in the military 
or watched them” (KESQ.com 2013).
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Less Lethal Killer Drones, Innovation Talk, and 
Emergencies

Generally, legislative provisions against weaponizing drones explicitly prohibit 
only “putting guns” on the drones (Brustein 2013).8 As early as the late 1990s, 
however, drones were already being proposed as a means of helping to “deliver 
and deploy non-lethal agents” such as smoke canisters (crowd control) and steel 
spikes (to destroy tires) for law enforcement purposes (Murphy and Cycon 1999). 
Globally, at least where there are high rates of urban violence, less lethal weapons 
are fairly common in law enforcement—as are deaths caused by the use of such 
weapons. Proponents argue that weaponizing drones with less lethal weapons will 
reduce both collateral damage and threats to the security of police officers. Scholars 
need to be alert, however, to the legitimizing effect of less lethal weapons (Rappert 
2003). In particular, I would argue that we must ask whether there is an inevitable 
logic to the sequencing of payloads, whereby less lethal payloads (such as tasers 
and stun guns) will eventually be complemented by lethal payloads (such as mis-
siles and machine guns).9

According to one observer, there is an extensive list of possible uses for drones 
armed with less lethal weapons. Such drones could limit the need to resort to lethal 
weapons and thereby save the lives of police. They could also be deployed for 
crowd control, prison riots, organized attacks on police stations, and hostage situa-
tions. In hostage situations, nanodrones could listen in on the conversations of hos-
tage takers, and “virtually silent and invisible drones armed with various less lethal 
weapons could enable capture and arrest” (McDougal 2013).

The drone industry has engaged in considerable flirtation with such possibili-
ties: The ShadowHawk—which has already been purchased by local US police 
departments—is capable of firing rubber bullets and releasing tear gas canisters 
and taser projectiles; reportedly, it also has the capacity to launch grenades and to 
fire 12-gauge shotguns (Kindynis 2012). In a 2010 report submitted to Congress 
by US Customs and Border Protection (CBP), the agency raises the possibility of 
eventually equipping its drones with “nonlethal weapons” to “immobilize” people 
and vehicles trying to cross the border illegally. CBP later stated that it has no such 
plans (Sengupta 2013).

Although less lethal drones continue to be topics of discussion and speculation, 
actual demonstrations of the technologies remain rare. The exceptions occur in the 
realm of what I will call “innovation talk,” of which I will provide two examples. 
The first concerns the do-it-yourself (DIY) and start-up drone scene—which, in 
recent years, has emerged as a field that, at least in theory, is disconnected from the 
military–industrial complex. In order to “provoke controversy” or “spark debates,” 
DIY drone enthusiasts and nonmilitary drone start-ups display weaponized micro-
drones. Although such activities are conducted under the guise of the “public con-

8 This section builds on Sandvik (forthcoming 2015).
9 The issue of less lethal weapons is hugely controversial (see McCray 2012).
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versation” rationale, they generate interest not only from the public but also from 
commercial, military, and law enforcement entities.

Despite the field’s claim to offer opportunities to discuss difficult issues raised 
in various physical or virtual forums (such as large tech meet-ups or within the tech 
blogosphere), the precise nature of the discursive space occupied by DIY drone en-
thusiasts and start-ups remains elusive. I would propose, however, that innovation 
hubs (including both DIY-ers and start-ups) have both the freedom and the cred-
ibility to do what the conventional drone industry might be reluctant to undertake: 
namely, to “devirtualize” the YouTube feeds that depict imaginary armed drones by 
engaging in demonstrations of real hardware for wide audiences, all under the guise 
of contributing to “public debate.”10

The idea of taser drones has been around for years now (not least in science 
fiction literature and Hollywood movies), and both governments and private com-
panies have considered developing such technology (Watson 2014). At the 2014 
South by Southwest gathering, Chaotic Moon Studios engaged in a tech demo of 
Chaotic Unmanned Personal Intercept Drone (CUPID), a “stun-copter” capable of 
delivering an 80,000-V shock—which was deployed on a human during a live dem-
onstration. Chaotic Moon has stated that CUPID could be used by law enforcement 
personnel to apprehend fleeing suspects (Aamot 2014). As William Hurley, the 
firm’s cofounder, noted, “If you imagine a S.W.A.T. raid and people running—why 
send officers, with gun blazing, down an alley way where they can shoot and harm 
an innocent person or whatever, when you could just have the drone follow them” 
(Watson 2014).

Chaotic Moon’s expressed ambition is to stay “on the forefront of inevitably 
convergent technologies.” Although the company has stated that CUPID could be 
quickly brought to production whenever a personal security or law enforcement 
client sees fit (Aamot 2014), they have declared that they are not seeking to com-
mercialize the technology but to create discussion: “Chaotic Moon built CUPID to 
raise awareness of technology that’s outpacing everything from regulatory agencies 
to social norms. We have no plans to develop drone type or commercialize this in 
any way” (Suba 2014). Nevertheless, one of Chaotic Moon’s (unnamed) cofound-
ers confirmed to Fox News that CUPID has sparked a great deal of interest from 
military and law enforcement agencies. Critics have observed that it seems unclear 
what exactly the company wants to achieve with this display (Mass 2014).

A second example of an armed, nonlethal drone is the Skunk Riot Control Copter 
designed by Desert Wolf, a South African company, which is designed to be used 
to “control unruly crowds…without endangering the lives of the protestors or the 
security staff.” So far, the Skunk Riot has been sold to an international mining com-
pany and to police units outside South Africa. The drone has four high-capacity gun 
barrels capable of shooting up to 4000 paintballs, pepper spray balls, or solid plastic 

10 As a side note, the internet is home to a fascinating proliferation of phoney footage depicting 
functioning weaponized drones; by both depicting an ideal type and offering the promise of techni-
cal feasibility, these images make important contributions to the constitution of the armed police 
drone (Johnson 2012).
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balls at rates of up to 80 balls per second, which will only be used in an extreme 
“life threatening situation.” The paintballs can be used to mark people in a crowd 
with red (those carrying dangerous weapons) or blue (vandalizing protestors; Desert 
Wolf n.d.a).

The Skunk Copter is equipped with both “blinding lasers” and on-board speak-
ers to send verbal warnings to a crowd. The drone also uses a thermal camera with 
night-vision capabilities and two full-high-definition video cameras to record events 
as they unfold. The eight powerful electric motors, with 16-in. propellers, allow the 
drone to lift up to 45 kg (99 lb). According to the manufacturer, the goal was to “as-
sist in preventing another Marikana”—a reference to a 2012 strike in South Africa, 
in which 44 miners were killed by police (Smith 2014).

Unpacking Assumptions

According to Torin Monahan and Jennifer Mokos, an important element of the se-
curitization process is the creation of compelling narratives to justify the surveil-
lance systems under consideration; Mike Crang and Stephen Graham (2007) refer 
to such narratives as “technological fantasies” that position emergent technological 
systems as necessary—and effective—responses to dire threats. Such narratives are 
not, however, simply instrumental devices designed to achieve desired ends; they 
also actively shape the larger security cultures and afford them influence (Monahan 
and Mokos 2013).

I would propose that the potential for the future deployment of armed police 
drones—the potential of the technological fantasy—may lie precisely in the lack of 
knowledge about the battlefield effectiveness of loitering munitions, including the 
Switchblade. At the same time, it has been noted that the drone industry’s narratives 
evoke a level of havoc that is extremely rare in Western liberal democracies (terror-
ist atrocities, nuclear meltdown, high-speed car chases), for which a technological 
solution—the R&D and procurement of drones—is proposed, and thereby “used to 
justify both substantial public expenditure and the acquisition and use of drones by 
domestic police forces” (Hayes et al. 2014).11

The very capabilities that make microdrones effective—intrusiveness and si-
lence—make possible new forms of privacy invasion. As the ACLU has noted, in 
light of the crowd innovation that is characteristic of drone development, it is likely 
that “the technology will develop new and more advanced capabilities that have 
never existed for police helicopters—such as swarms, or more continuous surveil-
lance” (Stanley 2013). The use of police helicopters has already raised privacy is-

11 Ben Hayes and Eric Toepfer suggest that in many scenarios developed for the European Union 
(EU), drones look more like a solution looking for a problem than vice versa. At a drone confer-
ence, a drone manufacturer acknowledged as much to a representative from Statewatch, an inde-
pendent organization that monitors civil liberties in the EU: “You’re quite right. We don’t actually 
know what the problem is; we just know that the solution is UAVs” (Hayes et al. 2014).
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sues, as well as concerns about the use of lethal police airpower; however, because 
manned helicopters are expensive to acquire, staff, and maintain, cost has so far 
provided a natural limitation on their use. The ACLU have argued, however, that 
drones “erase natural limits” on aerial surveillance (Stanley 2013). As the developer 
of CUPID has noted, “This is something that’s affordable for almost everybody and 
in the next two or three years the technology will probably cut in half, by price” 
(Mass 2014).

Yet, the possibility that the use of surveillance and armed drones will be more 
expensive than traditional methods of “keeping order” is rarely communicated: For 
example, an audit by the Homeland Security Departmentʼs inspector general criti-
cized DHS for buying more Predator drones than the Border Patrol can use. Ad-
ditionally, the former president of the National Border Patrol Council, the border 
agents’ union, has complained that “The big problem is that they [drones] are more 
expensive than traditional methods” of patrolling (Bennett 2012b).

The same can be said of weaponized microdrones: Even as the industry competes 
for more contracts, an analyst with the Teal Group Corporation has suggested that 
LMAMS will be “purchased in limited quantities, especially given the withdraw-
al from Afghanistan.” The analyst notes that “It [LMAMS] is very expensive per 
mission compared to more conventional fire support methods” (Schechter 2013). 
While it has been reported that the USA is attempting to lower the cost of the War 
on Drugs by using drones in the Caribbean (Mick 2013), it has also been reported 
that CBP has raided budgets of its manned aircraft to pay for drones, resulting in a 
cut in flight hours of surveillance planes hunting smuggling ships (Bennett 2012a). 
Hence, although drones are cheaper than traditional police airpower, they may not 
be cheaper than traditional policing—an equation that is kept out of the industry’s 
promotional material.

Critics of the cost-effectiveness argument not only question the utility of police 
drones but also point to the high rate of vehicle loss, both civilian and military. 
Observing that “it is becoming clear that police interest in purchasing drones far 
outweighs their practical utility,” Salter (2013) proposes that the various and con-
flicting rationales offered by police forces in their pursuit of public support for 
drones can be understood as mystifications of the desire to embody and enact the 
militarized “subject position” made possible by such technology—including states 
seeking to legitimize particular governmental strategies through crime control.

Other problems associated with drones stem from poor maintenance, inadequate 
coordination of deployment, inadequate training, and insufficient resources and 
staffing (Sengupta 2013). At CBP, for example, drone deployment has been beset 
by problems: As observed by a commentator, “Many of the logs indicate missions 
were terminated or cancelled due to undisclosed issues affecting both the aircraft 
and surveillance equipment” (Lynch 2014). CBP has also been criticized for the 
performance of its drone fleet, including the failure to help increase the seizure of 
drugs. This has “stained the reputation of the technology as limited and insignificant 
in the border patrol mission” (McDougal 2013). The CBP has also been criticized 
for lending out its drones to a high number of agencies and for using a more so-
phisticated surveillance system than foreseen (and for loaning it to other agencies; 
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Lynch 2014). Reports of lost drones and drone malfunction are rampant: In January 
2014, the CBP grounded its drone fleet after having been forced to down a malfunc-
tioning drone at sea (Dobuzinskis 2014). Human error is also common: UK police 
have crashed several drones. They have also been unable to use them due to legal 
restrictions and fears for public safety if the drones should fall down (Kindynis 
2012; Personal Drones 2013).

Finally, the accuracy of drone surveillance and drone strikes has been heavily 
contested (Braun 2012). Much can and does go wrong at various points in the “kill 
chain” (Gregory 2011, p. 193), “for reasons ranging from pilot error and bad weath-
er to mechanical failure” (Turse 2012). Moreover, regardless of the accuracy of the 
technology, the data collected by surveillance systems is subject to interpretation: 
As Lane DeNicola has observed, assumptions of manifest transparency and me-
chanical objectivity must be abandoned in favor of recognizing that the practice of 
airborne and satellite imagery analysis is a “significantly interpretive one” (DeNic-
ola 2008). Finally, drones are not safe from being hacked: In 2012, college students 
from Texas hacked a drone in front of DHS officials (RT 2012).

There are significant differences between an armed Predator or Reaper and a loi-
tering munitions system. The Predators and Reapers are deployed exclusively in re-
mote battle spaces; loitering munitions can be deployed in such spaces, but they can 
also be deployed by the municipal police. Relying on grainy, soda-straw views of 
the world, remote drone pilots identify “targets.” Criminology has a long tradition 
of questioning the behavior and intent of “loitering individuals”; will such individu-
als be seen as loitering beneath the “loitering munitions” of police departments? 
Salter (2013) suggests that like other examples of police militarization, drones are 
likely to have differential effects on marginalized or disadvantaged groups.12

Conclusion

By exploring the political and moral economies of armed police drones, this chapter 
has attempted to highlight the political, legal, and discursive process of “creating” 
the armed drone as an option in policing. I would argue that the creation of the 
armed police drone revolves around several principal factors: the militarization of 
policing; the interrelationship between proliferation, lack of regulation, and global-
ization; overt struggles over legitimacy between industry, political actors, and civil 
society; the careful recycling of expediency arguments from the drone wars; and, 
finally, the use of innovation talk.

12 According to the ACLU, the proliferation of Special Weapons and Tactics (SWAT) teams, the 
arming of police with weapons of war, and the use of hyperaggressive tactics escalates the risk of 
needless violence, destroys property, and undermines individual liberties (ACLU 2014), particu-
larly in poor neighborhoods and communities of color (ACLU 2013). In March 2014, provincial 
police in Ontario, Canada, used drones to monitor First Nations protests about the issue of missing 
and murdered aboriginal women (Bowman 2014).
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In conclusion, I would like to suggest three directions for further research. First, 
the emerging political economy scholarship on drones focuses on the relationship 
between regulatory efforts and the development and marketing of new prototypes. 
I would propose that more attention be given to the moral economy side of the 
equation—namely, to the ways in which UAV procurements are processed, labeled, 
and legitimated by governments and international organizations. Second, I would 
recommend giving further attention to the globalization of the police drone and its 
deployment in authoritarian states or states in conflict, as well as to the backlash 
against drone policing in democratic states. Third, under one of the rationales for 
drone deployment, known in military circles as “force protection,” drones can re-
place boots on the ground: What needs further examination is whether police drones 
are being deployed to secure or to keep boots on the ground. A related issue is 
whether and how the claims to surgical precision and decreased civilian casualties 
will play out in the policing sphere.
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Chapter 4
The (F)utility of Privacy Laws: The Case 
of Drones?

Primož Gorkič

The Problem

Consider the following hypothetical example: one morning, the citizens of Townsville 
wake up only to receive a letter from their local law enforcement. In the letter, they 
learn that the law enforcement is about to start using several drones. The drones will 
operate at an altitude of 300 m and will have state-of-the-art surveillance equipment 
and data-processing capabilities. These will include thermal imaging cameras, high-
resolution cameras, GPS tracking capabilities, long-range microphone, automated 
license plate recognition system, face recognition capabilities, international mobile 
subscriber identity (IMSI) catcher and a wide-band real-time connection to available 
personal data records. They will be used for surveillance, identification and traffic 
control purposes (for detailed account on the range of available instruments, see e.g. 
Takahashi 2012, p. 86 et seq.; Hiltner 2013, p. 400 et seq.).

How should an average citizen feel when confronted with such a development? 
While some may feel that the application of drones will contribute to the safety of 
their communities, others may feel less inclined to accept such practices. They may 
consider that the application of drones will provide authorities with information they 
were previously capable of retrieving only by “classic” judicially supervised mea-
sures, such as search of premises or orders to produce communication traffic data; 
or, at least, by measures that each individual was aware of, for example, stopping and 
identifying an individual, a vehicle, etc. In short, some would feel that the application 
of drones severely impacts those areas of their lives that they feel should be left alone 
and undisclosed to others, including law enforcement agencies.

In legal terms, application of drones raises yet unresolved questions of privacy pro-
tection. Those that consider drones a threat to privacy will no doubt seek an adequate 
legal framework which would enable them to face such threats to privacy. While they 
may instinctively feel that drones raise privacy issues, an attempt at a legal analysis 
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seems more demanding. At this point, it is important to note that we have yet to reach 
a comprehensive definition of privacy. The concept seems utterly elusive (see, for 
example, the analysis in Solove 2007). However, a privacy-centred analysis of using 
drones for law enforcement purposes may not require such an in-depth approach. In 
the field of law enforcement, the reasonable expectation of privacy appears to be the 
leading concept helping us to recognize and regulate measures that intrude into the 
personal lives of others.

This enables us to pose a deceivingly simple question: can we rely on the concept 
of reasonable expectation of privacy to regulate the application of drones?

The Katz Test

The general contours of the reasonable expectation of privacy test are well known. 
In Katz v. United States (389 U.S. 347 (1967)), the US Supreme Court departed from 
its previous trespass-based approach to IV Amendment, established in Olmstead v. 
United States (277 U.S. 438 (1928)). Under the Katz rule, trespass was no longer 
required to find a IV Amendment violation. Instead, the court held:

“/…/ the Fourth Amendment protects people, not places. What a person know-
ingly exposes to the public, even in his own home or office, is not a subject of Fourth 
Amendment protection/…/ But what he seeks to preserve as private, even in an area 
accessible to the public, may be constitutionally protected/…/

/…/ once it is recognized that the Fourth Amendment protects people—and not 
simply “areas”—against unreasonable searches and seizures, it becomes clear that 
the reach of that Amendment cannot turn upon the presence or absence of a physical 
intrusion into any given enclosure.”

Later, the court adopted the position held by Harlan, J., in his concurring opinion 
on Katz, and the Katz test developed its twofold structure. In order to decide whether 
a violation of IV Amendment took place, it is necessary to establish (i) whether a 
person has exhibited an actual (subjective) expectation of privacy and (ii) that such an 
expectation is recognized by the society as reasonable.

The application of these principles to regulating the use of drones by law enforce-
ment agencies raises several trying questions. To somewhat simplify the nature of 
drones and their usage, it seem reasonable to say that they are airborne devices with 
state-of-the-art technical gadgets and data-processing capabilities (see also Takahashi 
2012, p. 81 et seq.). In this sense, they operate “out in the open”, collecting and pro-
cessing data that appears publicly accessible—or, at least, accessible from a public 
vantage point. By adopting the reasonable expectation of privacy test, we therefore 
need to make at least two inquiries. First, should we recognise as reasonable any 
expectations of privacy that a person may hold as s/he steps onto the boardwalk or 
drives away in his/her car? And second, are we capable of responding to technological 
advances that support the all-pervasive surveillance practices and draw the thin line 
that helps us in recognising the (un) lawfulness of privacy intrusions? Despite several 
attempts in (mostly) US case law, the reasonable expectation of privacy test seems 
to be of little help in tackling these modern-day privacy issues (see also Kerr 2004; 
Takahashi 2012, p. 108 et seq.)).
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Aerial Surveillance

There are several relevant cases that can help us clarify the extent of privacy pro-
tection provided by applying reasonable expectation of privacy test in cases of air-
borne observation and surveillance. Even so, they offer little added value to the state 
of privacy safeguards.

In Ciraolo v. California (476 U.S. 207 (1986)), the US Supreme Court produced 
guidelines on airborne naked-eye observation and surveillance practices by law en-
forcement agencies. In Ciraolo, the police engaged in warrantless aerial observation 
of suspect’s fenced home backyard at an altitude of 1000 ft. In deciding whether the 
safeguards under the IV Amendment apply, the court had to consider, whether such 
activities amount to a “search”. If so, the police activities were illegal due to a lack 
of court warrant.

The majority opinion of the court held that such activities do not constitute a 
search. Applying the Katz test, the court found that the applicant did, indeed, mani-
fest “his own subjective intent” to maintain privacy—by raising a fence around his 
backyard. The main thrust of the opinion, however, focused on whether such an 
expectation can reasonably prohibit any government observation. Clearly, raising a 
fence around one’s backyard effectively prevents the police (or anybody else) from 
observing the backyard. However, in court’s opinion, the IV Amendment does not 
“require law enforcement officers to shield their eyes when passing by a home on 
public thoroughfares”, provided that they do so from a public vantage point, that 
they have the right to be there and that their activities are clearly visible. Finding 
that the police conducted their observation in publicly navigable space, in physi-
cally nonintrusive manner, the court found no violation of the IV Amendment.

To what extent do the court’s findings in Ciraolo still apply to modern-day 
drones? In some aspects, the Ciraolo is certainly still important. The court found it 
relevant to stress that the police was within its rights when it conducted its observa-
tion from a publicly navigable space. Clearly, this calls for a comprehensive regu-
lation of drone’s usage. In some aspects, however, the Ciraolo hardly applies. For 
instance, drones and their hi-tech gadgets far surpass the capabilities of naked-eye 
observation. Cameras that can be employed at long distances no longer make drone 
surveillance “clearly visible” to those under observation. As a whole, the court’s 
reasoning is lagging behind the rapid progress of nonintrusive means of observation 
made possible by technological progress.

Interestingly enough, the majority in Ciraolo emphasized the physically non-
intrusive nature of the observation. After Katz, it appeared that the physical as-
pect of police conduct might play a lesser role in determining violations of the IV 
Amendment (see also Kerr 2004, p. 831 et seq.). The shift in Katz could have been 
significant: abandoning the Olmstead trespass test could signal the shift towards 
individual-, rights-oriented understanding of search and seizure laws. Instead, the 
court, not only in Ciraolo, remains focused on the nature (intrusiveness) of police 
conduct, that is, the manner the government chose to expose individual’s conduct 
(see Rubenfeld 1989). While it may have been crucial to maintain such a focus when 
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physical intrusiveness was at the heart of search and seizure, technological progress 
requires a change in perspective (see also Talai 2014, p. 766 et seq.). Indeed, it ap-
pears the court’s majority—in Ciraolo, at least—chose to ignore the warnings of 
Brandeis J., dissenting in Olmstead v. United States:

“Ways may someday be developed by which the Government, without removing 
papers from secret drawers, can reproduce them in court, and by which it will be 
enabled to expose to a jury the most intimate occurrences of the home. Advances in 
the psychic and related sciences may bring means of exploring unexpressed beliefs, 
thoughts and emotions.”

These same warnings were echoed by Powell J., dissenting, in Ciraolo, with 
little effect. The court’s majority failed to recognise that police conduct in Ciraolo 
amounted to an equivalent of a search of the applicant’s home. Were they to aban-
don the conduct-oriented approach and adopt a rights-based understanding of the 
IV Amendment, they should be able to recognise that the information police col-
lected though aerial observation was the equivalent of the information they would 
collect upon entering and physically searching the suspect’s house and its backyard. 
From this perspective, the majority’s opinion that the police are not required “to 
shield their eyes” when passing by a home on public thoroughfares is delightfully 
distracting. The police, as well as anybody else, are indeed required to shield their 
eyes—when their curiosity is checked by a clear demonstration of individual’s ex-
pectations to be left alone.

The court’s failure to take into account the marvels of technological progress 
in Ciraolo, however, hardly appears accidental. In Dow Chemical Co. v. United 
States (476 U.S. 227 (1986)), decided at the same time as Ciraolo, the court faced 
a similar set of facts. In Dow Chemical, too, a law enforcement agency engaged 
in aerial observation of an industrial compound, but with a difference: They em-
ployed sophisticated aerial high-definition photography and took photographs of 
the applicant’s business premises. The court’s majority found no violation of the IV 
Amendment. Its argument was twofold. First, the court chose to draw a distinction 
between “intimate activities associated with family privacy and the home” and “ar-
eas within an industrial manufacturing complex”. The latter, following the court’s 
reasoning, does not provide an individual with the same set of safeguards under the 
IV Amendment. Instead, the court compared the industrial complex area with “open 
fields”, applying a doctrine that restricted the safeguards under the IV Amendment, 
due to a lack of reasonableness of any expectations an individual may have formed 
beyond the curtilage of his/her home (see, for example, Oliver v. United States, 466 
U.S. 170 (1984)).

The first part of the reasoning is clearly individual oriented and rights based. 
It applies to both natural and legal persons, arguing that one cannot expect pri-
vacy protection under the IV Amendment while on such business premises. The 
argument makes no reference to the nature of the conduct of the law enforcement 
agency. There is, however, an important second part of the court’s majority’s rea-
soning. In this second part, the court, to some extent, follows the same rationale as 
in Ciraolo: its argument turns towards the manner of the government conduct. The 
observation in Dow Chemical, too, took place from a publicly navigable airspace. 
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The court, however, had to deal with an important distinction: the observation was 
conducted by a sophisticated aerial photography camera. The court noted that the 
law enforcement agency was

“not employing some unique sensory device that, for example, could penetrate 
the walls of buildings and record conversations in Dow’s plants, offices, or labora-
tories, but rather a conventional, albeit precise, commercial camera commonly used 
in map-making/…/

It may well be/…/ that surveillance of private property by using highly sophis-
ticated surveillance equipment not generally available to the public, such as sat-
ellite technology, might be constitutionally proscribed absent a warrant. But the 
photographs here are not so revealing of intimate details as to raise constitutional 
concerns. Although they undoubtedly give EPA more detailed information than 
naked-eye views, they remain limited to an outline of the facility’s buildings and 
equipment. The mere fact that human vision is enhanced somewhat, at least to the 
degree here, does not give rise to constitutional problems.”

How far-reaching is this reasoning? Undoubtedly, the court took great care to 
stay within the particularities of the case. At best, the majority’s reasoning leads 
to more questions than answers. What is clear is that no privacy protection will 
be afforded under the open-fields doctrine. Other issues, however, remain poorly 
answered. Most importantly, how to respond to technological progress and the op-
portunities it provides for law-enforcement surveillance practices? On the one hand, 
the court appears prepared to recognise that the use of technology can lead to priva-
cy intrusions equivalent to physical searches and physically intrusive surveillance. 
On the other hand, the court stressed that the technology used by the government 
was common, conventional and readily accessible.

Advanced Technologies

In Ciraolo and Dow Chemical, the nature of police conduct appears to be of par-
amount relevance. Police observation always took place in a publicly accessible 
airspace. This appears as the prevailing circumstance, regardless of whether the 
object of surveillance was “the curtilage” of individual’s home or not. Only in Dow 
Chemical does the court address the issue of technology-supported observation that 
is crucial to drones and their modern-day application. The question we need to ask 
is fairly simple: Would the decision in Dow Chemical be different, if law enforce-
ment used technology “not generally available to the public”? This seemingly fleet-
ing remark in the court’s reasoning hardly allows for easy predictions on how the 
court would respond to drone surveillance in a technology-infested society (see also 
Molko 2013, p. 1325).

As Kerr (2004) observed, the court—even when applying the Katz test—upheld 
property-oriented approach in determining IV Amendment violations. The deci-
sions in United States v. Knotts (460 U.S. 276 (1983)) and United States v. Karo 
(468 U.S. 705 (1984)) are witness to such an approach. In Knotts, the police used 
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electronic beepers without a warrant to gain data on suspect’s movements in public, 
while in Karo the police installed such beepers in a way that enabled them to verify 
that the tracked object was inside suspect’s house. In this part, the actions of the 
police constituted a warrantless search of the suspect’s apartment.

Both Knotts and Karo set the stage for decisions in Kyllo v. United States (533 
U.S. 27 (2001)), and United States v. Jones (132 S. Ct. 945 (2012)). Both Kyllo and 
Jones tackle the question of new technologies, but differ in one important aspect: 
In Kyllo, the court had to decide whether warrantless thermal imaging of suspect’s 
home amounted to a search. In Jones, the court faced the problem of warrantless 
long-term use of GPS tracking device to monitor the movement of suspect’s car. 
Surprisingly, in both cases, the court ruled there was a violation of the IV Amend-
ment.

Why surprisingly? After a history of property-oriented interpretations, the court 
in Kyllo took the interpretation of the Katz test an inch further:

“We think that obtaining by sense-enhancing technology any information re-
garding the interior of the home that could not otherwise have been obtained with-
out physical “intrusion into a constitutionally protected area,”/…/, constitutes a 
search—at least where (as here) the technology in question is not in general public 
use.”

As Kerr (2004) observed, the impact of Kyllo was smaller than expected. The 
courts applied Kyllo mainly in order to strengthen the protections of privacy in 
one’s home. The US Supreme Court, however, was mainly concerned with the im-
pact of “property-defeating” (Kerr) technologies:

“/…/ just as a thermal imager captures only heat emanating from a house, so also 
a powerful directional microphone picks up only sound emanating from a house—
and a satellite capable of scanning from many miles away would pick up only vis-
ible light emanating from a house. We rejected such a mechanical interpretation of 
the Fourth Amendment in Katz, where the eavesdropping device picked up only 
sound waves that reached the exterior of the phone booth. Reversing that approach 
would leave the homeowner at the mercy of advancing technology, including imag-
ing technology that could discern all human activity in the home. While the tech-
nology used in the present case was relatively crude, the rule we adopt must take 
account of more sophisticated systems that are already in use or in development.”

The actual scope of Kyllo, however, is uncertain. First, the court’s position does 
not apply to use of advanced technologies in open fields (comp. Talai 2014, p. 762). 
The position of the court in Dow Chemical remains undisturbed, given that the 
court found that an industrial complex cannot be regarded as “home”. Second, Kyl-
lo also appears to differ substantively from Ciraolo, given that Ciraolo dealt with 
naked-eye observation. One can argue, however, that Ciraolo, too, constituted a 
technology-supported (aerial) observation that allowed the police to gain knowl-
edge they could not otherwise obtain without physical intrusion. If Kyllo is under-
stood as applicable to all property-defeating technologies, it applies to facts such as 
in Ciraolo as well. And third, Kyllo exposes the key deficiency in the Katz test: use 
of property-defeating technologies that amount to an equivalent of a house search 
will constitute a search as long as “the technology in question is not in general pub-
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lic use”. It appears as though the court (as before in Dow Chemical) is setting the stage 
for a technology-infested society where privacy is no longer an issue. Later, Alito J., 
concurring with the decision in Jones, appears very much aware of this, when stating:

“/…/ the Katz test rests on the assumption that this hypothetical reasonable per-
son has a well-developed and stable set of privacy expectations. But technology 
can change those expectations. Dramatic technological change may lead to periods 
in which popular expectations are in flux and may ultimately produce significant 
changes in popular attitudes. New technology may provide increased convenience 
or security at the expense of privacy, and many people may find the trade-off worth-
while. And even if the public does not welcome the diminution of privacy that new 
technology entails, they may eventually reconcile themselves to this development as 
inevitable/…/”

To paraphrase, in a world where every smartphone is equipped with a thermal im-
aging sensor, the court’s holding in Kyllo may no longer be relevant.

In the context of drone surveillance, Kyllo (for the time being) draws the line when 
it comes to the use of technologies that allow obtaining knowledge about the intimacy 
of one’s home. It applies to thermal imaging, use of long-range microphones and 
modern laser appliances. It may apply even to use of so-called IMSI catchers when 
used for locating cellphones inside one’s home (Gorkič 2014). In short, under Kyllo, 
use of such technologies (as long as they are not in general use) to obtain insight into 
one’s home should amount to a search under IV Amendment—even when they are 
used from a “public thoroughfare” (see Talai 2014, p. 764).

Before we analyse the conceptual drawbacks of the Katz test, we need to take a 
look at Jones. In Jones, the court addressed the issue of long-term use of GPS track-
ing device, attached to suspect’s vehicle in order to monitor its movements. In Knotts 
and Karo, the court found that using a tracking device to monitor the movement of a 
container (as long as in public accessible areas) does not amount to a search. Open-
fields doctrine, too, supports such a conclusion. In Knotts and Karo, however, the 
court had to decide whether using a tracking device constitutes a search under the 
Katz test. In Jones, the court returned to seemingly abandoned trespass test. In this 
way, the fact that the government placed a tracking device onto suspect’s vehicle 
constitutes a search under the trespass test. By focusing on government trespassing 
conduct, open-fields doctrine (relying on Katz test) no longer applies. The fact that 
the court in Jones relied on trespass doctrine, however, makes Jones inapplicable to 
the problem of drones. Flying an aircraft over one’ home simply does not amount to 
trespass (Talai 2014, p. 761).

* * *
At this point, we can try and answer the two questions we began with. First, should 

we protect individual’s privacy expectations beyond his/her home in the context of 
drone surveillance? It appears that the answer is no, at least following the line of rea-
soning adopted by the US Supreme Court. And second, can the Katz test adequately 
set the limits to the ever-expanding usage of advanced technologies? Here, the answer, 
too, in the long term, is negative, even when applied to situations of remote sensing 
wall-penetrating equipment. The moment such equipment becomes ubiquitous, the 
Katz test will be of little value.
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A Note on the Katz Test and Its Drawbacks

Still, the US Supreme Court seems determined to pursue Katz in situations “involv-
ing merely the transmission of electronic signals without trespass”, as put in Jones. 
Talai, too, is optimistic when stating that the problem of drones can be tackled by 
Katz test (Talai 2014, p. 762).

Those debating the Katz test in the context of advanced technologies are highly 
critical of its ability to effectively pose limits to technology-supported surveillance. 
Takahashi (2012, p. 107 et seq.) sees the use of drones as a possible “catalyst” lead-
ing to a new paradigm of privacy. His analysis of US Supreme Court case law on 
IV Amendment shows that it hardly provides a satisfactory answer to questions of 
long-term surveillance and the ability to minimize the scope of surveillance, due 
to multimodality of the drones surveillance. Schlag (2012, p. 15 et seq.) points out 
that the use of drones—even in the “open fields”—can lead to collection of intimate 
information about an individual, without his knowledge—due to the technological 
advances that enable drones to operate autonomously and inconspicuously. Others, 
for example Ghoshray (2009), warn that the use of drones for domestic surveillance 
is the ultimate threat to the “inherent sanctity” of individual’s home. More impor-
tant, however, is the argument that privacy needs to extend beyond the “physical 
dwelling” to include “individual’s digital confines of the home-like community of 
connected individuals” within which an individual may exercise his right to be left 
alone (Ghoshray 2009, pp. 596–597).

These reflections on the state-of-play of privacy laws in the context of drone 
surveillance signify that the applicable doctrines under the IV Amendment may 
not be satisfactory. Their common denominator is no doubt a shift from “conduct-
oriented” nature of the trespass and the Katz tests towards an “individual-centred” 
understanding of privacy-related issues.

Calls for a shift towards a different interpretation of the IV Amendment are noth-
ing new. Limits of the Katz test when used to regulate collecting and processing 
publicly accessible data about an individual have been well noted. Solove (2007, 
pp. 765–766), for example, points out two factors that are an inherent part of sur-
veillance practices: the aggregation of data and the chilling effect. Aggregating bits 
of data leads to insight about our “personalities and activities”, by putting together 
small, seemingly unimportant pieces of information. The “chilling effect” results 
from the facts that surveillance, even of legal activities, may result in inhibiting in-
dividual’s conduct, in particular by chilling free speech and free association (Solove 
2007, p. 765). While Solove wrote primarily in the context of surveillance and data 
mining practices, same considerations apply to the context of drone surveillance. 
Only by recognising that the aggregation of accessible pieces of information is, in-
deed, a privacy problem, can drones-related privacy issues be adequately addressed.

Rubenfeld, too, presents a different interpretation of the IV Amendment, focus-
ing on the security of personal life (Rubenfeld 2008, p. 127 et seq.) rather than the 
conduct of law enforcement agencies. His understanding of the protections afforded 
under the IV Amendment can be labelled as “anti-totalitarian” (Rubenfeld 2008, 
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p. 129). His reliance on Mill leads Rubenfeld to stress the importance of freedom, 
in personal life, to “defy public norms”, that is, to speak and act as one chooses (Ru-
benfeld 2008, p. 128). Similar to Solove, Rubenfeld reshapes the issues of privacy 
and presents them as political issues. Focusing on the individual’s personal security 
of private life allows Rubenfeld to understand personal life a “collective good”, 
as including “personal communications and other interactions among individuals, 
even when those communications and other interactions occur outside the home” 
(Rubenfeld 2008, p. 130). Each individual’s private life “depends in part on other’s 
having that capacity as well” (Rubenfeld 2008 p. 131).

These approaches can be more effective when applying the IV Amendment to 
new methods of surveillance. Their strongpoint is, no doubt, their focus on the indi-
vidual’s personal life. Law-enforcement surveillance practices will invoke concerns 
under IV Amendment, when they provide an insight into person’s personal life, 
regardless of their conduct or the accessories used, free from the restraints under the 
trespass rule or the Katz test and its exceptions, such as open-fields doctrine. There 
is, however, a downside: it remains uncertain to what extent they can be introduced 
into current IV Amendment case law.

The mosaic theory can be understood as an attempt to overcome the limits of the 
Katz test. The term “mosaic theory” is used by Kerr (2012, p. 313) to identify a new 
approach in interpreting the term “search” under the IV Amendment. In contrast to 
a traditional, sequential approach, a step-by-step analysis of government’s conduct 
(Kerr 2012, p. 315 et seq.), using the mosaic theory a “search” can be construed as a 
“collective sequence of steps” (Kerr 2012, p. 313) that, taken as a whole, “can lead 
the Government to learn intimate details” about suspect’s life (Kerr 2012, p. 328). 
As put in United States v. Maynard (615 F.3d 544 (D.C. Cir.)) “when it comes to 
privacy,/…/ the whole may be more revealing than the parts.”

The concurring opinions in Jones, too, offer some support to those predicting 
that the problem of drone surveillance could be more effectively addressed by the 
mosaic approach (see, for example, Talai 2012, p. 765, 778 et seq.). Alito J., for 
example, held that

“relatively short-term monitoring of a person’s movements on public streets ac-
cords with expectations of privacy that our society has recognized as reasonable/…/ 
But the use of longer term GPS monitoring in investigations of most offenses im-
pinges on expectations of privacy. For such offenses, society’s expectation has been 
that law enforcement agents and others would not—and indeed, in the main, simply 
could not—secretly monitor and catalogue every single movement of an individu-
al’s car for a very long period/…/”

The mosaic theory does, indeed, offer a helping hand in tackling advanced meth-
ods of surveillance. It can be applied to drone surveillance as well. It does not rely 
on the general availability of surveillance technologies, nor does it confine itself 
to the boundaries of “home and its curtilage”. There are important questions that 
remain however, which the judicial process of developing the mosaic approach, 
at least in Kerr’s opinion (2012, p. 350 et seq.; also Kerr 2004), cannot answer 
adequately or in time (for some legislative proposals, see Thompson 2013, p. 18 et 
seq.).
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Does Europe Fare Any Better?

In the European context, courts are less reliant on the Katz test. The European Court 
of Human Rights (ECtHR) has integrated the Katz test into its case law on Article 
8 of the European Convention of Human Rights (ECHR), for example in Halford v. 
The United Kingdom (no. 20605/92, 25 June 1997). Later on, however, the ECtHR 
distanced itself from the test. This is particularly evident in cases where the Katz 
test does not yield satisfactory results, for example in cases concerning surveillance 
in public. In P.G. and J.H. v. The United Kingdom (no. 44787/98, 25 Sept 2001), the 
ECtHR, for example, held:

“Since there are occasions when people knowingly or intentionally involve 
themselves in activities which are or may be recorded or reported in a public man-
ner, a person’s reasonable expectations as to privacy may be a significant, although 
not necessarily conclusive, factor. A person who walks down the street will, inevita-
bly, be visible to any member of the public who is also present. Monitoring by tech-
nological means of the same public scene (for example, a security guard viewing 
through closed circuit television) is of a similar character. Private life considerations 
may arise, however, once any systematic or permanent record comes into existence 
of such material from the public domain.”

Later on, the ECtHR adhered to this position when faced with cases concerning 
the use of GPS tracker in Uzun v. Germany (no. 35623/05, 2 September 2010). In 
comparison to Jones, there is no indication that the ECtHR attached any importance 
to the trespassory nature of the conduct of German law enforcement bodies. In con-
sidering whether the use of GPS trackers intruded upon applicant’s personal life, the 
ECtHR did stress that

“GPS surveillance is by its very nature to be distinguished from other methods of 
visual or acoustical surveillance which are, as a rule, more susceptible of interfering 
with a person’s right to respect for private life, because they disclose more informa-
tion on a person’s conduct, opinions or feelings.”

At the same time, the fact that GPS surveillance allows for a systematic collec-
tion and storage of data on applicant’s whereabouts and movements in the public 
sphere, resulting in a pattern analysis of applicant’s movements, the ECtHR nev-
ertheless found that the use of GPS trackers interferes with the right to private life 
under Article 8 of the ECHR. Adding to this, the ECtHR, while analysing its previ-
ous case law, found no reason to differentiate between covert and overt methods of 
surveillance.

Under the ECtHR case law, the use of drones would constitute an interference 
with individual’s right to private life. While Uzun addressed surveillance practices 
in public places, there is little doubt that the ECtHR would address problems of 
wall-penetrating technologies in a similar manner. Property-related considerations 
and the issue of all-presence of the applicable technologies, which arise under the 
Katz test, are simply not important; considerations under Article 8 of the ECHR are, 
in contrast to IV Amendment case law, very much individual and rights oriented.



794 The (F)utility of Privacy Laws: The Case of Drones?

Article 8 of the ECHR case law does not, however, (yet) address the problem of 
general, unfocused surveillance in public sphere. The judgement in Uzun deals with 
a surveillance practice that is individual focused. The use of GPS tracker allows for 
systemic collection, storage and processing of data about a particular individual. 
It does not, however, address the problem of a general surveillance in the public 
sphere.

Recent judgements of the Court of Justice of the European Union (ECJ), resting 
on Articles 7 and 8 of the Charter of Fundamental Rights of the European Union, 
may, however, provide some insight into arguments related to such generalized sur-
veillance practices.

The use of drones as a general surveillance tool raises similar issues as those 
addressed by the ECJ in its Digital Rights judgement (C-293/12, C-594/12, 8 April 
2014), namely, the aggregation of data and the concern of a chilling effect (Solove). 
Even though the court’s judgement dealt with the retention of communication traf-
fic data, the similarities between drone surveillance and traffic data retention and 
processing are striking. Traffic data

“allow very precise conclusions to be drawn concerning the private lives of the 
persons whose data has been retained, such as the habits of everyday life, permanent 
or temporary places of residence, daily or other movements, the activities carried 
out, the social relationships of those persons and the social environments frequented 
by them,”

as the court put it the aforementioned judgement.
Similarities can also be drawn with respect to the wide-ranging nature of privacy 

interference due to drone surveillance. The court, following Advocate General and 
consequently the reasoning of the German Constitutional Court, considered the in-
terference due to traffic data retention and processing “particularly serious”—partly 
due to the fact that

“data are retained and subsequently used without the subscriber or registered 
user being informed is likely to generate in the minds of the persons concerned the 
feeling that their private lives are the subject of constant surveillance.”

The possibilities of long-range, in effect, covert drone surveillance must raise 
similar concerns. What the ECJ is essentially referring to are the dangers of a chill-
ing effect due to “feelings of constant surveillance” that can result from dragnet 
type of data collection and processing. There are no reasons why such consider-
ations would not be applicable to some of the drone surveillance practices.

Conclusion

Comparing the US case law and the jurisprudence of the two European courts re-
veals a fundamental difference in the approaches. These differences have been well 
noted by Jacoby in her comparative analysis of privacy protections in the context 
of technical surveillance under US and German law (Jacoby 2007, p. 479 et seq.). 
She, too, notes the overreliance of the US courts on the nature of law enforcement 
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conduct and the ubiquity of the technology used. In contrast, the German approach 
is more concerned with the protection of privacy itself, focusing on the dignity of 
the individual and the level of intimate details revealed to law enforcement agencies 
(Jacoby 2007, p. 484). She concludes that the US law, applying the Katz test, is ill-
equipped to deal with privacy issues that arise in the context of surveillance using 
advanced technologies (see Jacoby 2007, p. 493).

These characteristics in the German approach very much coincide with the posi-
tions of the ECtHR and the ECJ. Their emphasis on the level of intimate details re-
vealed to law enforcement agencies offers a significantly greater level of safeguards 
against privacy intrusions, when compared to the mainstream US approach. Fur-
thermore, any attempts to develop alternative interpretations of the IV Amendment 
may very well be destined to fail. The views of those US scholars that argue for al-
ternative solutions may be quite difficult to implement due to the nature of the right 
to privacy in the US law. Jacoby (2007, p. 491) argues that the right to privacy in 
the US context is understood as a negative right, requiring the government to refrain 
from unreasonable warrantless searches and seizures, with no duty of the govern-
ment to actively preserve the individual’s private sphere. In contrast, the alternative 
solutions, proposed by US scholars, resemble very much the views adopted by the 
German law and by the two European courts. The “European” approach sees the 
right to privacy as a positive right: The government is required to “foster and up-
hold the privacy sphere” (Jacoby 2007, p. 491). Hence, we should add, any judicial 
consideration of privacy intrusions must take into account the quality and quantity 
of information collected and processed in the course of law-enforcement surveil-
lance. And how should the concerned people of Townsville proceed in challenging 
the use of drones? Their attempts at preserving their privacy interests by relying on 
the reasonable expectation of privacy may very well prove futile. On the other hand, 
their arguments should be more effective in a European context.

Without a doubt, drone surveillance makes the debate on privacy protections 
in a technology-permeated society more interesting than ever before. While “dat-
aveillance” (Clarke) appears distant and vague (“out of sight, out of mind”), drone 
surveillance should represent a more tangible threat to the private life of an aver-
age citizen. To this moment, legal regulation of surveillance practices has proven 
quite ineffective. Perhaps a reaction to the use of drones can spark a more vigorous 
response to the challenges our technological society brings for the protection of the 
right to privacy.

References

Ghoshray, S. (2009). Domestic surveillance via drones: Looking through the lens of the fourth 
amendment. Northern Illinois University Law Review, 33, 580–600.

Gorkič, P. (2014). Sodobni prikriti preiskovalni ukrepi, prvič: Lovilec IMSI. Odvetnik, 65(2), 
47–53.

Hiltner, P. J. (2013). The drones are coming: Use of unmanned aerial vehicles for police surveil-
lance and its fourth amendment implications. Wake Forest Journal of Law and Policy, 3(2), 
397–415.



814 The (F)utility of Privacy Laws: The Case of Drones?

Jacoby, N. (2007). Redefining the right to be let alone: Privacy rights and the constitutionality of 
technical surveillance measures in Germany and the United States. Georgia Journal of Inter-
national & Comparative Law, 35(3), 433–493.

Kerr, O. S. (2004). The fourth amendment and new technologies: Constitutional myths and the 
case for caution. Michigan Law Review, 102, 801–888.

Kerr, O. S. (2012). The mosaic theory of the fourth amendment. Michigan Law Review, 111, 311–
354.

Molko, R. (2013). The drones are coming! Will the fourth amendment stop their threat to our pri-
vacy? Brooklyn Law Review, 78, 1279–1699.

Rubenfeld, J. (1989). The right of privacy. Harvard Law Review, 102, 737–807.
Rubenfeld, J. (2008). The end of privacy. Stanford Law Review, 61, 101–162.
Schlag, C. (2012). New privacy battle: How the expanding use of drones continues to erode our 

concept of privacy and privacy rights. Journal of Technology Law & Policy, 13, 1–22.
Solove, D. J. (2007). “I’ve got nothing to hide” and other misunderstandings of privacy. San Diego 

Law Review, 44, 745.
Takahashi, T. (2012). Drones and privacy. The Columbia Science and Technology Law Review, 

14, 72–114.
Talai, A. B. (2014). Drones and jones: The fourth amendment and police discretion in the digital 

age. California Law Review, 102, 729–780.
Thompson, R. M. (2013). Drones in domestic surveillance operations: Fourth amendment implica-

tions and legislative responses. congressional research service.

Primož Gorkič  After attaining BA in law in September 2002, Primož Gorkič enrolled in post-
graduate studies in civil and commercial law at the Ljubljana Faculty of Law, later substituted for 
studies in criminal law. He attained his doctoral degree in November 2009. Finishing his trainee-
ship with the Ljubljana Higher Court in November 2004, he applied for the position of assistant 
researcher at the Ljubljana faculty. He passed the national bar exam in April 2005. From October 
2007 till November 2009, he worked as a part-time advisor to the Supreme Court of Slovenia. He 
is currently working as an assistant professor with the Chair for Criminal Law at Ljubljana Faculty 
of Law and as a part-time researcher at the Institute of Criminology at the Ljubljana faculty of 
law. His research focuses on criminal procedure, evidence law and human rights in the context 
of criminal justice. He teaches criminal procedure law (undergraduate and graduate studies) and 
criminal Investigation (graduate studies). He currently presides over the Slovenian Association for 
Criminal Law and Criminology.



83© Springer International Publishing Switzerland 2016
A. Završnik (ed.), Drones and Unmanned Aerial Systems,
DOI 10.1007/978-3-319-23760-2_5

S. Milivojevic ()
School of Social Sciences, University of New South Wales, Sydney, Australia
e-mail: s.milivojevic@unsw.edu.au

Chapter 5
Re-bordering the Peripheral Global North and 
Global South: Game of Drones, Immobilising 
Mobile Bodies and Decentring Perspectives on 
Drones in Border Policing

Sanja Milivojevic

Without making a sound, invisible sets of eyes patrol our 
southwest border…. Virtually undetectable by naked eye, 
unmanned areal vehicles—better known as UAVs or drones—
silently patrol the border, looking for potential terrorists, drug 
smugglers, and illegal immigrants. (Longmire 2014, p. 75)

Introduction

Border security, asylum seekers and undocumented migrants are undoubtedly one 
of the key issues in a colourful Australian political landscape in the past decade (see 
McCulloch and Pickering 2012; Weber and Pickering 2011). Elections are won or 
lost based on political parties’ perceived (in)ability to secure Australian borders, 
especially from undocumented migrants coming to Australia by boat (Manne 2010). 
The process of separating kinetic elites from kinetic underclass (Adey 2006) in 
Australia is formalised through series of interventions in the area of border manage-
ment, many of which include surveillance technologies deployed at the border and 
beyond. In May 2010, then Opposition leader Tony Abbot announced that the Coali-
tion government is interested in pursuing unmanned areal vehicles (UAVs)—com-
monly known as drones—in order to ‘regain control of our borders’ (The Guardian 
2013). Given the importance of border control in both political and social context 
in Australia, it is hardly surprising that the issue of finding a technological ‘solu-
tion’ for asylum seekers’ ‘problem’ emerged as a critical element of the Coalition’s 
2013 elections defence policy. Surprisingly, a few days before the elections, Mr. 
Abbot, now the prime minister of Australia, backed away from this election prom-
ise, stating that he is ‘not making specific commitment [about purchasing drones] 
at this time’ (The Guardian 2013). However, in February 2014, the newly elected 
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Australian government led by Mr. Abbott announced that ‘[u]p to seven giant un-
manned aircraft would be bought for $3 billion under a government plan that would 
transform the country’s ability to patrol its borders’ within 6 years (Stewart 2014a).

Elsewhere across the Western world, border policing and regulating mobile bod-
ies are also a priority. In Europe, policymakers and political parties are ‘compet-
ing for electoral support with promises to restrict unwanted migration’ (Boswell 
2003, p. 621) amidst growing conviction that the European Union (EU) cannot cope 
with (largely exaggerated) immigration inflow from non-EU states (Sassen 2006). 
The ongoing process of re-bordering and fortifying external borderlands includes 
a range of hi-tech security and surveillance technologies (Neal 2009; Milivojevic 
2013) developed to strengthen EU flanks and prevent the arrival of migrants and 
asylum seekers to the Fortress Europe. The borders in Europe are rapidly transform-
ing into segregation zones built, expanded and maintained through state-of-the-art 
initiatives such as frontières extérieures (FRONTEX), European border surveil-
lance system (EUROSUR), Schengen Information System (SIS), Visa Information 
System (VIS) and European Dactyloscopy (Eurodac). Such development resulted 
in creating a ‘cyber-fortress Europe’ (Guild et al. 2008)—(im)migration exclusion 
zones based on hi-tech mechanisms of social segregation. Surveillance from the 
sky is quickly emerging as a preferred method for strengthening risky borderlands 
of the Mediterranean and a troubled Southeast frontier of the EU. With a budget 
over £ 320 million set for drone development (Waterfield 2014), we are witnessing 
‘an emerging EU drone policy’ (Hayes et al. 2014) that gradually spills across the 
border to the neighbouring countries of Global South. Drones now patrol not only 
maritime borders of the EU, UK, Australia and the deadly US–Mexico border but 
also green borders of Turkey, Ukraine, Chile and Serbia (Stein 2014; ABC News 
2014c; Press Online 2011; Cupolo 2013)—new custodians of the order at the pe-
ripheral borders of Global North.

Such development, however, has generated limited interest in the criminologi-
cal literature. While surveillance studies, sociology and other disciplines in social 
sciences increasingly look into the use of drones, criminological inquiry rarely ex-
plores the topic (for notable exemptions see works of Tyler Wall, Torin Monahan, 
Kevin Haggerty, Dean Wilson and Gavin Smith). Even when criminologists engage 
with the issue, the use of drones in military context sits at the top of the agenda, 
while the border policing aspect of drone use is rarely discussed (again, for notable 
exemptions see works of Peter Andreas, Katja Franko Aas and Hille Koskela). In 
addition, the focus on use of drones in border policing both in academia and in the 
media discourse has been mostly US- and/or Global North-centric.

This chapter fills this gap by decentring the border–drone scholarship. It looks 
at the process of re-bordering of both Global North and Global South through case 
studies of Australia and Serbia. The chapter highlights the development of security 
and surveillance border control technologies in both countries, especially in the 
context of the usage of drones in border policing. Its purpose is not to offer a com-
parative analysis of two case studies; rather, the chapter seeks to illuminate the issue 
of drone use in border policing from opposing sides of the borderland. The chapter 
presents preliminary findings from a research project that looks at mobility and 
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border control in Western Balkans in the context of the EU integration, conducted in 
the period August–December 2013. It also draws on the analysis of media reporting 
on drones in Serbia and Australia in the past 2 years, in order to explore predomi-
nant narratives around the usage of surveillance technologies in border control. This 
chapter argues that, although the rhetoric in the use of drones in two contexts is 
largely different, the military rhetoric underpins both military and non-military use 
of drones. Finally, the chapter begins to examine the impact of surveillance-based, 
drone-led border policing on mobile bodies caught in the ‘drone stare’ (Wall and 
Monahan 2011). I first turn to the state of knowledge in relation to the intersection 
of border management and technology in the twenty-first century.

Towards ‘An Exhaustive Surveillance’: Border Anxieties, 
Risk Management and Technology Advancements in 
Border Policing

Ceyhan (2008) reminds us that security technologies comprise technologies of 
the living (that include developments in genetics and identification via body part 
prints), optical and electronic technologies (laser, glass fibre networks) and infor-
mation and communication technologies. The implementation of security technolo-
gies is largely based on three sets of logic: security logic of identification of risks; 
a logic of management flows of goods, people and transportation; and a logic of 
ambient intelligence that seeks to improve the quality and comfort of our daily 
lives (Ceyhan 2008). The first two logics underpin the development of security/
surveillance border policing initiatives in the broader context of globalisation. A 
crisis over boundaries (Berman 2003) strengthened by ever-growing inventory of 
‘threats’ to national security and perceived (in)ability of nation states to regulate 
mobile populations is just one of many anxieties that characterise the globalised 
world; yet, this anxiety is arguably one of the most potent ones, with significant 
policy, legal and social outcomes within Global North and Global South. The ongo-
ing process of re-bordering (Popescu 2012) sees borders renewed and enabled/forti-
fied, both terrestrially and virtually. Apparent failure in traditional migration control 
policies prompted the quest for ‘more sophisticated, flexible, and mobile devices of 
tracking, filtration, and exclusion’ (Vukov and Sheller 2013, p. 225). Surveillance 
as ‘the focused, systematic and routine attention to personal details for purposes 
of influence, management, protection or direction’ (Lyon 2007, p. 14) became the 
backbone of ‘crimmigration’ (Aas 2011; Welch 2012) border policing strategies.

In a software-based modernity (Bauman 2000), the decision on who is in and 
who is out, who can cross and who is to be immobilised is—while still in the hands 
of humans—increasingly based on data captured, processed and analysed by a range 
of non-human technological advancements. The various degrees of permeability of 
contemporary borders are defined and enforced by machines, both at border cross-
ings and beyond. Information and communication technologies, as Broeders (2009, 
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p. 34) reminds us, ‘play an important role in widening the possibilities to document, 
codify and store information on the activities of subjects and citizens’. Contempo-
rary ‘surveillance assemblage’ (Haggerty and Ericson 2000)—a range of systems 
and techniques, from biometrics, video and wireless surveillance, scanning devices, 
facial recognition technology, motion detectors and fingerprinting—is designed to 
increase efficiency in border policing (Neal 2009; Milivojevic 2013). The ultimate 
goal of such development, to borrow from Foucault (cited in Amoore et al. 2008), is 
to achieve ‘an exhaustive surveillance’ of mobile populations. Indeed, overarching 
total surveillance in crime control is spreading across Global North, unchallenged 
and almost universally recognised as a best practice in combating transnational 
crime.

‘Risk management’ strategies that aim to perform social sorting have been in-
terwoven into numerous cross-border surveillance systems (or ‘surveillance fan-
tasies’—Aas 2011, p. 332), driven by an ever-going pursuit for security (Zedner 
2009). The site for the development of ‘smart’ surveillance technologies (Kenk 
et al. 2013) is the borderland—the border itself as the fundamental political institu-
tion—but also terrestrial and digital spaces deep inside nation-states that act as sites 
for border policing interventions. The surveillance state, as Broeders (2009) notes, 
performs the watch both internally (within its borders) and externally (across bor-
ders and in countries of transit and origin). Security technologies deployed in the 
context of border control penetrate deep into the private, domestic sphere of mobile 
(and immobile) populations’ lives in countries of origin and transit.

Surveillance from the sky is, arguably, of paramount importance for policymak-
ers and law enforcement. For the purpose of this chapter, drones1 are defined as air-
crafts without a pilot on board.2 They come in all shapes and sizes3 and are perceived 
as ‘ideal instruments for…ISR (intelligence, surveillance and reconnaissance) mis-
sions’ (Barry 2013, p. 2). Drone’s ‘Three Ds’ capability—to be Dull (work long 
hours and engage in repetitive tasks), Dirty (the resilience to toxicity) and Danger-
ous (not having a human price tag attached if something goes wrong) makes them 
a red-hot favourite for both military and non-military deployment (Barry 2013).

Like many other technological advancements, the development of drones is as-
sociated with science fiction4. While dating back to World War I (Salter 2013; Wil-
son 2012), the expansion of drones is linked to the development of the military–in-
dustrial complex in the late twentieth century (Barry 2013). The first military use 
of drones was for surveillance purposes in the 1990s Balkan wars and especially in 

1 A range of synonyms are used to describe drones, such as UAVs and remotely piloted vehicles 
(RPVs), while unmanned areal systems (UAS) or remotely piloted vehicle systems (RPVS) define 
systems comprising drones and land-based control stations (Hayes et al. 2014).
2 This does not include landlocked sea-based vehicles that have also been developed (Hayes et al. 
2014).
3 A common categorisation is light (between 20 and 150 kg), medium (150–600 kg) and large 
(over 600 kg) (Hatzigeorgopoulos 2012).
4 Clark (2014, p. 231) reminds us that ‘[t]he first major 20th century anti-utopian novel—25 years 
before Orwell’s 1984—imagined drones (aeros) as the means by which the government observed 
and repressed the population’.
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the 1999 bombing of Serbia (Hayes et al. 2014; Becker 2013). A non-military use 
of drones followed: The US border agency Customs and Border Protection (CBP) 
signalled its interest in drones in the late 1990s, with first drones deployed along 
the borderlands in 2003 (Barry 2013). The EU is trying to integrate high-tech se-
curity technologies in border policing for quite some time now (see Milivojevic 
2013; Hayes and Vermeulen 2012; Aas 2011). While drones entered the EU policy 
discourse in 2002, it was in 2012 that the first formal EU strategy on the use of 
drones emerged (Hayes et al. 2014). Currently, 16 of the 27 EU member states use 
drones for military and non-military purposes, while more than 400 UAV systems 
are deployed in at least 21 EU nation states (Hayes et al. 2014). Frontex—the EU’s 
border police agency—uses drones in joint operations with EU member states and 
has recently expressed the interest to acquire its own drones in the near future (Suil-
leabhain 2013; Hayes et al. 2014). As envisioned by EUROSUR (a pan-European 
border surveillance system) and Frontex, drones are expected to become a backbone 
of surveillance and monitoring of external borders of the EU in the near future, with 
the budget for overall research on drones growing to a mind-blowing €3.8 billion 
(Hayes et al. 2014). The debate on the use of drones is heated, as they can poten-
tially assist in border policing, but also fire missiles and kill from a distance.

The Drone Dilemma: Deadly Weapons, Pushback Tools or 
Rescuers at High Seas?

As Hayes et al. (2014, p. 8) point out, ‘[f]ew technologies have captured the media’s 
attention like drones’. In recent years, drones have been increasingly associated 
with remote killings or drone strikes that have caused thousands of (military and ci-
vilian) casualties in Pakistan, Afghanistan, Yemen and Somalia (Hayes et al. 2014; 
see also Wall and Monahan 2011). Perceived as the ultimate ‘smart weapons’, use 
of drones in the military context provides an advantage in the information warfare; 
however, drones are increasingly seen as ‘automated surveillance-military killing 
machines’ (Wilson 2012, p. 274). The predominant narrative around the military use 
of drones is the one of a hunt, in which superior, technology-equipped enforcers are 
out there to ‘hunt and kill’ the enemy. Given that many victims of drone strikes are 
civilian casualties, the use of drones in war is extensively scrutinised by the media 
and scholars (Kilcullen and McDonald Exum 2009; Wall and Monahan 2011; Orr 
2011). Importantly, the use of drones results in a drone stare, surveillance ‘that 
abstract people from contexts, thereby reducing variation, difference, and noise 
that may impede action or introduce moral ambiguity’ (Wall and Monahan 2011, 
p. 239). People are, thus, reduced to targets, dead bodies to numbers and civilian 
victims to collateral damage and ‘bug splats’ (Not A Bug Splat 2014).

The pursuit for security in border policing resulted in adapting military tech-
nology for non-military purposes (Hayes et al. 2014). The intersection of national 
security (and border security as one of its key priorities), risk management of mo-
bile bodies and security technologies resulted in a series of developments in border 
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Fig. 5.1  General atomics. (Website: www.ga.com)

 

policing, with funding for drones in border management now surpassing funding 
for any other drones (Hayes et al. 2014). Perceived as cheap and efficient solution 
for the border security ‘problem’, drones have increasingly been used to detect and 
immobilise undocumented migrants. Hundreds of types of drones currently patrol 
the skies of both Global North and Global South, the smallest ones barely the size of 
a small bird, while the biggest ones rival the Boeing 737 (Farber 2014). And while 
military use of security and surveillance technologies has been smeared by ethical 
considerations, their use in domestic (surveillance and border policing) context has 
an almost unanimous support by political actors and participants in the debate.

The language used to describe security technologies deployed at the border re-
sembles reading a sci-fi novel, intertwined with Greek or Roman mythology. Since 
2012, the US border agency CBP uses a border surveillance drone system called 
VADER (Vehicle and Dismount Exploitation Radar)—the name of one of the great-
est villains in modern cinematography—Lord Darth Vader from Star Wars (Becker 
2013). One cannot help but notice a heavyweight, military-style language with a 
plethora of acronyms used to describe projects and initiatives in relation to border 
control (such as GLOBE (Global Border Environment), An Interoperable Approach 
to European Union Maritime Security Management (OPERAMAR), TALOS (Eu-
ropean Union Border Protection System), Protection of European Seas and Borders 
Through the Intelligent Use of Surveillance (PERSEUS), Open Architecture for 
UAV-Based Surveillance System (OPARUS), Sea Border Surveillance (SEABIL-
LA), Smart Unattended Airborne Sensor Network for Detection of Vessels Used for 
Cross Border Crime and Irregular Entry (SUNNY), Low Time Critical Border Sur-
veillance (LOBOS), Collaborative Evaluation of Border Surveillance Technologies 
in Maritime Environment by Pre-operational Validation of Innovative Solutions 
(CLOSEYE) and others),5 complemented with logos that resemble military-style 
insignia. The aircrafts themselves carry mythological and/or military-style hunt-
ing names, such as ‘Predator’, ‘Avenger’ or ‘Triton’. Pictures provided by drone 
manufacturers often portray drones as an essential element to the border security 
paraphernalia (Fig. 5.1).

5 See Hayes et al. 2014  for more details; also interview with no. 11, NGO, Hungary.
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Recently, we see a potential shift in semantics around the use of drones in the 
border policing context, with ‘Predator’ drones replaced by ‘Guardians’ (Longmire 
2014, p. 76). In that sense, as drone industry public relations (PR) campaigns indi-
cate, drones are described as inventions that can ‘benefit mankind in general’ (Gal-
lagher 2012). Border policing is identified as one of the key positive roles drones 
might play in the future.6 The concept of ‘drones for human rights’ (Sandvik and 
Lohne 2014) is based on the notion that drones can save lives. Indeed, the Austra-
lian Defence Ministry argues that ‘unmanned aircraft[s]…have the ability to swoop 
low and identify asylum-seeker boats and if necessary drop a life raft to boats in 
distress’ (Stewart 2014a). Similarly, Zdravko Kolev, Frontex research officer argues 
that

[Drones are] of particular interest of Frontex and EU Member states for improving the 
capacity to detect and track small and unseaworthy vessels, which are being used on a regu-
lar basis for irregular migration and cross-border crime…. [Drones] technology might offer 
great potential by improving the areal surveillance capacity resulting in more lives saved. 
(Cited in Hayes et al. 2014, p. 71)

Such rhetoric was especially strengthened after the tragedy at Lampedusa in Octo-
ber 2013. The president of the European Commission, Jose Manuel Baroso, com-
mented that

[w]e need also to strengthen our capacity for search and rescue, and our surveillance system 
to track boats, so that we can launch a rescue operation and bring people to safe grounds 
before they perish. I think the kind of tragedy we have witnessed here so close to the coast 
should never happen again. Our initiative ‘Eurosur’ is meant to do that. (Cited in Heller 
and Jones 2014)

Such narrative is seldom contested. Critics argue that rather than rescuing migrants 
in distress drones serve to hunt migrants and refugees (Hayes et al. 2014), while sur-
veillance is ‘a key component of the conditions that have led to over 14,000 docu-
mented deaths at the EU’s maritime borders over the last 20 years’ (Heller and Jones 
2014, p. 9). They remind us that under EUROSUR rules there is no requirement for 
EU member states to assist vessels in distress (Hayes et al. 2014; Heller and Jones 
2014). The efficiency of drones in intercepting mobile bodies at the border is also 
questioned,7 as well as its use in rescue missions. As Ska Keller, a German Member 
of Parliament (MP) in the European Parliament argues,

[d]rones are very expensive and they don’t help. Even if a drone detects a vessel, it can’t 
do anything for them. You need to have actual people there, and having a drone doesn’t 
guarantee that. (Cited in Hayes et al. 2014, p. 71)

Nevertheless, the expansion of drones seems unstoppable, within and beyond the 
borderlands of Global North.

6 Along with law enforcement, firefighting and road traffic monitoring (Gallagher  2012).
7 According to the CBP, in 2012 the drones assisted in apprehending 143 undocumented border 
crossers at the US–Mexico border (out of 365,000 apprehensions; Replogle 2013).
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Managing ‘Risky’ Populations: Drones and (Im)Mobile 
Bodies in Global South and Global North

Case Study 1
Serbia: The European integrations in the 1990s initiated a pursuit for unified border 
management within the EU. While the external borders have largely been fortified 
by the Schengen Accords (1995), the process of the EU enlargement delegated the 
responsibility for border management to the ascending countries of Central and 
Southeast Europe. In 2003, the EU launched the European Neighbourhood Policy, 
with cross-border cooperation between EU and non-EU countries at the top of the 
agenda (Popescu 2012). The key aim of the policy is to establish a ‘circle of friends’ 
(Aas 2005) that serves to ‘keep as many asylum seekers as possible away from 
external European borders and to reduce the numbers to whom refugee status is 
granted’ (Freedman 2007, p. 136). In this context, one of the key objectives is to 
‘build up surveillance resources of third world countries, particularly in Eastern 
Europe and Northern Africa, and enable them to take over some of the EU’s surveil-
lance labor’ (Aas 2011, p. 333). The ‘external dimension’ in justice and home affairs 
(as it is known in the context of EU; Boswell 2003) sees countries of origin and 
countries of transit as new key sites of surveillance, detection and immobilisation 
of undocumented border crossers.

Non-EU, bordering and countries in the process of the EU accession are assigned 
with the onus to protect the integrity and external borders of the EU. This process 
of offshoring or, as Pickering (2011) calls it, ‘contracting out’ of border policing is 
developed to counterbalance perceived vulnerability of EU after the abolishment of 
internal borders (Boswell 2003). Yet, such ‘cooperation’ is often not voluntary (see 
Aas 2005). Across the borderlines of Global South, drones are deployed to identify 
and pre-empt mobility of undocumented migrants prior to border crossing (Hayes 
and Vermeulen 2012). As I mentioned earlier, Frontex is currently considering pur-
chasing its own drones to further enhance its ‘common pre-frontier intelligence pic-
ture’, in which surveillance is performed on the outside of the walls of the Fortress 
Europe (Suilleabhain 2013).

Countries of former Yugoslavia that joined the EU (first Slovenia in 2004 and 
then Croatia in 2013) are accountable for the integrity of the Southeast frontier of the 
“Fortress Europe”. This burden is increasingly shared with its non-EU, neighbour-
ing countries (Bosnia and Herzegovina and Serbia). The Republic of Serbia is in the 
process of EU accession since the fall of Slobodan Milosevic in 2000. The country 
gained the official member status in 2012 and opened official negotiations for EU 
membership in 2013 (SEIO 2014). During the 1990s, Serbia was predominantly 
country of origin for undocumented migrants and asylum seekers. Since 2009, how-
ever, the country faces a large influx of people from the Middle East and Northern 
Africa (MENA) region (Frontex 2013). In 2012, more than 13,900 migrants were 
registered in Serbia, a growth of 34 % compared to 2011. Given that not all migrants 
are registered, this number potentially represents ‘no more than 30 % of all migrants 
that transit through Serbia’ (respondent 9, international non-governmental organisa-
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tion (INGO), Serbia; for more estimates see APC/CZA 2013). A Belgrade-based 
non-governmental organisation (NGO) working on issues of migration and asylum 
estimates that at least 20,000 people transited through Serbia in 2012 (respondent 
2, NGO, Serbia), while over 13,000 people that passed through Serbia in the first 
6 months of 2013 sought asylum in Hungary (mostly from Kosovo, Pakistan, Af-
ghanistan and Syria and other MENA countries—respondent 10, NGO, Hungary). 
In its 2014 Annual Risk Analysis, Frontex identified a sharp rise in detection of 
irregular migration reported on the Hungarian–Serbian border (from 6400 in 2012 
to 19,500 in 2013) as one of the three key changes in 2013. This Western Balkans 
route is now, according to Frontex, the third largest route for irregular migration in 
Europe (after the central Mediterranean and eastern Mediterranean route; Frontex 
2014, p. 8) (Fig. 5.2).

The Serbian Government is under constant pressure to undertake a number 
of initiatives relating to the border and migration management and to harmonise 
its border policies and legislation governing the movement of persons with EU 
framework (Renner and Trauner 2009; see also Milivojevic 2013). Amongst other 
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Fig. 5.2  Detections of illegal border crossings in 2013 with percentage change from 2012 by route 
and top nationality detected. (Frontex 2014)
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measures, Serbia is urged to take budgetary and administrative measures to en-
sure effective infrastructure, equipment and IT technology at its borders (European 
Commission 2008). In terms of migration management, Serbia is urged to develop 
and apply mechanisms for migration monitoring, including a methodology for in-
land detection of undocumented migration (European Commission 2008; see also 
Djordjevic 2009). Finally, in 2013, the EU provided €178.7 million for key reforms 
in Serbia, including administration and border control facilities (EUROPA 2013). 
Importantly, the process of offshoring of border policing practices has effectively 
transformed Serbia into a country where pre-emptive border policing practices are 
deployed, exercised and evaluated.

The key site for this development is the Serbian–Hungarian border—‘a new 
strategic area of deployment as intensified border checks in other areas, such as 
between Greece and Turkey, have led a shift in migration routes’ (Martin 2013). Ac-
cording to data provided by Serbian police, this border is monitored by the balloon-
operated surveillance system ‘Thor-1’ with thermo-visual cameras for day and night 
surveillance. The EU and the US embassy in Serbia directly financed the purchase 
of this system through pre-accession funds, and they are used exclusively for bor-
der policing (The Serbian Ministry for Internal Affairs—Border Police Memo no. 
06-151/13, 14 April 2014). Respondents from Serbia and Hungary also confirmed 
that Hungarian-owned and operated drones are used on both sides of the border (re-
spondent 2, NGO; respondent 11, NGO Hungary). Serbian military started its drone 
program in 2008 (B92 2010; Bojkovic 2010). The Serbian media reported in 2010 
that a domestically developed drone system called ‘Vrabac’ (‘Sparrow’)—compris-
ing three drones and a control tower—will be used in border policing and other non-
military projects in Serbia (B92 2010). The first locally developed and made drone 
called ‘Pegasus 011’ was (somewhat enthusiastically and using the familiar sci-fi 
rhetoric) announced as a new custodian of the Serbian–EU border:

It looks like it came from a science-fiction movie. It has an almost 20/20 vision…It is fast, 
precise, elegant and mostly invisible. … [Pegasus 011] is planned to be a flagship of Ser-
bian military, but will be of great use in…border policing. (Blic Online 2011)

However, I was unable to confirm whether Serbian drones are used in border polic-
ing. Yet, as one respondent argues, these developments—whether actual or futuris-
tic—fail to deter mobile bodies from their migratory journeys:

Migrants who cross (the Serbian–Hungarian) border tell us they don’t see police patrols 
very often. This is interesting: they say, they ask us ‘Where can we buy mosquito repellent?’ 
When we ask ‘Why you need this?’ they say, ‘You know, when we cross border, it is woods, 
it’s flat, we cross and there are a lot of mosquitos. So they can see us. They have little flying 
objects and can see everything and uncover us’… So, [border police] sees them, crossing 
border, all sweaty, because of mosquitos. But they now put insect repellent and manage to 
cross the border. (Respondent 2, NGO)

Case Study 2: Australia
At Global North located at the geographical South, mobility has long been rede-
fined as a security issue (Pickering and Weber 2006; Wilson and Weber 2008; Mc-
Donald 2011). Australian border policies have been developed in the context of 
‘punitive pre-emption’ (Wilson and Weber 2008), in which mobile bodies are de-
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tected, immobilised and removed before they reach the physical border. The focus 
of the intervention are ‘boat people’—a pejorative term used since 1970s to de-
scribe asylum seekers coming to Australia by boat (Phillips and Spinks 2013). The 
‘hard-line’ policies have been tightened over the years by both Labour and Coalition 
governments, with the introduction of the mandatory immigration detention for un-
authorised boat arrivals, the excision of external territories from the migration zone 
(‘the Pacific Solution’), offshore processing for asylum seekers and temporary pro-
tection visas (Phillips and Spinks 2013). While such approach to asylum subjected 
Australian governments to extensive international scrutiny as it violates Australia’s 
international obligations (especially the Refugee Convention to which Australia is a 
signatory), the punitive policies continued based on mainstream public opinion that 
asylum seekers who arrive by boat are not genuine refugees and that they need to be 
treated more harshly (Dorling 2014; see also Pickering 2008).

The interception of mobile bodies at sea and ‘push back, tow back’ policy is 
a new ‘height’ in Australian government’s pursue for non-permeable borders for 
mobile bodies coming from Global South. So-called Operation Sovereign Borders, 
implemented just 11 days after the Coalition’s victory in the 2013 federal elec-
tion, sends a clear message to undocumented migrants and asylum seekers coming 
to Australia by boat: ‘No way: You will not make Australia home’ (ACBP 2014). 
While technically a civilian-led law enforcement operation, in ‘Operation Sover-
eign Borders’ the Australian government ‘has increasingly adopted military struc-
ture, language and methodology’ (Leslie and Corcoran 2014). The role of the Aus-
tralian Defence Force (ADF) in border policing is an important one: The ‘Operation 
RESOLUTE’ is the ‘ADF’s contribution to the whole-of-government effort to pro-
tect Australia’s borders and offshore maritime interests’ (ADF 2014). The creation 
of ‘a single frontline operational border agency’—the Australian Border Force (to 
be implemented from 1 July 2015; DIBP 2014)—suggests the complete fusion of 
non-military and military segments of border policing, the one needed when the 
nation is at war. At the same time, asylum seekers are renamed as ‘transferees’ and 
‘customers of law-breaking people smugglers’ (Keane 2014).

Australia is developing technologies for surveillance of space and individuals, 
with a particular emphasis on surveillance of its coastal waters. While human-oper-
ated aircrafts have been deployed in maritime surveillance for over 40 years (ABC 
News 2014a), a new pair of ‘eyes in the sky’ will be joining them soon. As Prime 
Minister Tony Abbot claims, drones are necessary as ‘Australia has responsibility 
for something like 11 % of the world’s oceans [so] it’s very important that we’ve 
got a very effective maritime surveillance capability’. The Australian government 
purchased up to seven giant Triton drones, a 40-m-wingspan UAV that can be air-
bound for 30 h and fly 16,000 km (Mannix 2013). The system will be operational 
in 2017–2018 (Veiszadeh and Le May 2013). In the debate that can be described 
as ‘asylum panic’, drones appear to be a moderate solution, when compared with 
calls for missile-equipped boats in border policing (Veiszadeh and Le May 2013). 
Interestingly, given a price tag between AU $ 1–3 billion (ABC News 2014b) and 
while drones for military use are subjected to rigorous public scrutiny, drones in the 
context of border policing are not making the headlines Down Under.
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In the past 2 years, leading Australian newspapers and news broadcasting agen-
cies (The Age and Herald Sun—Melbourne, The Sydney Morning Herald (SMH) 
and The Daily Telegraph—Sydney, The Australian and the Australian Broadcast-
ing Corporation (ABC)—national) reported extensively on the use of drones in the 
military context ( n = 326). The reports predominantly covered the use of drones by 
the Obama administration in Pakistan, Iraq and Afghanistan, with headlines such 
as ‘Uncle Sam’s latest lethal toy’ ( The Daily Telegraph, 11 January 2014), ‘War 
by remote control’ ( The Australian, 6 July 2013), ‘“Cool war” a click away’ ( The 
Australian, 26 April 2013) but also ‘Drones are here to stay but with what con-
sequences’ ( The SMH, 29 June 2014), ‘US counts the cost of a deadly idea’ ( The 
SMH, 12 February 2013), ‘Most of the dead are women and children’ ( The Austra-
lian, 20 November 2012), ‘A dirty business’ ( The Age, 1 August 2013) and ‘Drones: 
the killing is cheap but the price high’ ( The Age, 31 May 2013). As these headlines 
indicate, the debate on the use of drones in the military context is profoundly pola-
rised along moral, ideological and political lines.

The use of drones in non-military context is significantly under-reported with 
several of articles reporting on the issue in the past 2 years ( n = 42). The headlines 
that describe the use of drones in border policing context are more subtle, such as 
‘Under the wings of a big bird’ ( The Australian, 15 February 2014), ‘Australian De-
fence Force looks at drones to replace border patrol aircraft’ ( ABC, 26 July 2013), 
‘Drones on the agenda as Abbott flies in to help state leader’ ( The Age, 14 March 
2014), ‘Drones are forces’ eyes on the sky’ ( The SMH, 3 May 2013), and ‘Australia 
moves to buy $ 3 b spy drone fleet’ ( ABC, 4 September 2012). They also seem to 
indicate a bipartisan support for such deployment in border policing (‘Surveillance 
drones program dodges cutbacks’, The Australian, 27 October 2012), as drones are 
perceived as potential ‘answer to our border security issues’ (Stewart 2014b).

I argue, however, that, while distinctively different, both military and border 
policing narratives around use of drones are underpinned by military rhetoric, es-
pecially the notion of a hunt. The key argument is that ‘eyes in the sky’ can indeed 
assist in locating, immobilising, apprehending, removing or eliminating the threat, 
the ‘risky’ populations—whether they are enemy combatants or asylum seekers and 
whether they are at sea (Australia) or at the fringe of Global North (Serbia):

[The drones can] intercept [asylum seekers], deal with them as SOLAS requires, safety of 
life at sea, not necessarily turn them around but turn them around in circumstances where 
it’s adjudicated safe to do so. (Then Opposition defence spokesman David Johnston, cited 
in Henderson 2013)

The human cost, clearly visible in the drone strikes debate is carefully hidden in 
border policing narratives or replaced with the notion or combating transnational 
crime and/or ‘rescuing’ migrants in distress:

‘It’s highly likely that we’re going to see more asylum seekers coming to Australia, there’s 
going to be the possibility of increased transnational crime, there’s going to be the possibil-
ity of increased illegal activities…. [With drones] you can really get down to rowing boat 
sizes. The quality of the imagery is quite phenomenal.’ (Kym Bergman, the editor of Asia 
Pacific Defence Reporter and a former defence industry executive, cited in Corcoran 2012)
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‘Aerial surveillance is critical, not just from the point of view of conducting interceptions, 
but also potentially being able to act proactively in terms of search and rescue situations as 
well.’ (Then Shadow Immigration Minister Scott Morrison, ABC 2013)

The outcome of both military and border policing use of drones, however, is much 
the same: Mobile bodies are gradually caught in the drone stare, removed from con-
texts in which acknowledging the broader milieu of vulnerability and victimisation 
largely generated by actions of nation states is essential to understand the plight of 
mobile populations for mobility and agency. The drone stare reduces mobile bodies 
to targets, numbers, collateral damage or transferees, lawbreakers or illegals that 
need to be detected, immobilised and removed, with help and under the watchful 
gaze of new, non-human ‘eyes in the sky’.

Concluding Remarks

As Kenk et al. (2013) note, ‘[t]he explosion of global travels has led to the emer-
gence of a new border architecture, which seeks to respond effectively to new de-
mands—facilitating mobility while managing the risk associated with the cross-
border travel’. The process of separating mobility rich from mobility poor (Wilson 
and Weber 2008)—wanted from unwanted mobile bodies—is formalised by series 
of interventions in the area of border management, most of which now involve se-
curity and surveillance technologies at and beyond the border. This contemporary 
surveillant assemblage, seen as effective and benign instrument for further strati-
fication of global mobility, is a new tool for violation of basic human rights such 
as the right to seek asylum and the right to mobility. Surveillance, particularly sur-
veillance from the sky, is increasingly becoming the preferred method for fortify-
ing risky borderlands and the backbone of ‘Crimmigration’-based border policing 
initiatives in both Global North and Global South.

The pursuit for security in border policing resulted in adapting military technol-
ogy for non-military purposes (Hayes et al. 2014). The fusion of military and non-
military features in border policing gradually changes the nature of border man-
agement. Perceived as a cheap and efficient solution for the border (and national) 
security ‘threats’, military-based ‘solutions’ such as drones are increasingly used to 
detect and immobilise mobile bodies prior to and at the border. Embedded in the 
intersection of sci-fi and ancient mythology, drones move us a step closer to the 
Foucault’s notion of exhaustive surveillance of mobile populations. Drones have 
recently been identified as ‘a large step closer to a surveillance society in which 
our every move is monitored, tracked, recorded, and scrutinised by the authorities’ 
(Constantini 2012). Yet, while the use of drones in the military context has been 
plagued with controversy in the media and public discourse and tarnished by ethi-
cal considerations, in the border policing setting a presence of invisible ‘eyes in the 
sky’ remains largely unchallenged and desired. Also importantly, while military use 
of drones creates waves of discontent in media and public debate, drones used in 
border policing are largely out of the spotlight.
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Underpinning both narratives, however, is the notion of a hunt, enabled by the 
drone stare. Indeed, drones represent perhaps the most visible element of a sur-
veillance society but one that can be categorised as a ‘sense-and-detect’ and not a 
‘rescue’ tool (Kenk et al. 2013). This supposedly non-lethal technology is increas-
ingly becoming a superpowerful weapon in border control; one that aims not only 
to identify but also to physically immobilise mobile bodies—or ‘targets of interest’ 
(Bump 2013). A recent shift in semantics, the argument that drones indeed can save 
lives is just a metaphor, an illusion that conceals the real purpose for drone develop-
ment in border management. Voices that challenge such deception need to be both 
louder and greater in numbers. Importantly, the human costs of such interventions, 
carefully hidden in border policing debate, need to be clearly outlined.

Surveillance state performs its watch both within and across its borders. While 
preventing cross-border crime (such as terrorism, human smuggling and traffick-
ing in people) is purportedly the main drive for development of such policies (see 
Carrera 2007), the goal is to keep the unwanted ‘Other’ on the other side of the 
border. The process of offshoring border control mechanisms to countries of ori-
gin and countries of transit is of utmost importance in creating ‘buffer zones’ or 
the ‘cordon sanitaire’ of the EU (Morrison and Crosland 2000, p. 47). In this new 
world order, the accountability for the preservation of borders is delegated to those 
lower on the global kinetic scale, nations that produce the mobile bodies or enable 
their transit towards Global North. At the same time, developed nations engage in 
punitive pre-emption strategies that are deployed, exercised and evaluated across 
Global South, in which drones play an important role. Seen as a moderate solution 
for a (largely invented) border security problem, drones are here to stay. They will 
continue to play an important role in detecting and immobilising the ‘Other’ across 
the borderlands, often with a bipartisan support of key political actors in the debate. 
To problematise such state of affairs, the drone stare needs to be deconstructed, 
with broader social contexts of vulnerability, exploitation, victimisation and human 
rights violation positioned in the very centre of the drone debate. This is even more 
important given that mobile bodies refuse—and will keep to refuse—to be ‘petri-
fied and immobilised by the drone stare’ (Wall and Monahan 2011, p. 250).
Without making a sound, invisible sets of eyes patrol our southwest border…. Vir-
tually undetectable by naked eye, unmanned areal vehicles—better known as UAVs 
or drones—silently patrol the border, looking for potential terrorists, drug smug-
glers, and illegal immigrants. (Longmire 2014, p. 75)
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Chapter 6
Deploying Drones in Policing Southern 
European Borders: Constraints and Challenges 
for Data Protection and Human Rights

Luisa Marin and Kamila Krajčíková

Introduction

One of the main achievements of the European integration process is the free move-
ment of persons, which has been completed by the Schengen process. Schengen has 
meant the removal of internal border checks, on the one hand, and the strengthening 
of external border controls and the gradual introduction of an integrated manage-
ment system for external borders (Article 77, TFEU, 2012), on the other hand. In 
the past few years, border policing1 has developed more and more as an autonomous 
policy field, according to the treaty framework, and steps have been taken toward 
shaping integrated border management (IBM; Mungianu 2013).

While the EU and the member states have increased their efforts in policing 
their external borders, the persistent poverty and the recent political instabilities 

1 In this chapter, the terms “border policing” and “border surveillance” are used interchangeably.

Though the chapter is the product of a common conception, sections ‘Introduction’, ‘Current 
Instruments and Practices: The Challenges Ahead’, ‘The Legal Framework for Border 
Surveillance and Its Constraints’, ‘The Limitations for Drone Surveillance from Privacy and 
Data Protection’ and ‘The Challenges for Human Rights Created By EU’s Cooperation with 
Third Countries in the Area of Border Management’ can be attributed to Luisa Marin and 
sections ‘Actors in Border Surveillance’, ‘The Deployment of Drone Technology in Border 
Surveillance’ and ‘General Aviation Law Issues’ are attributed to Kamila Krajčíková. The 
conclusions are common.
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of the North African and Middle East regions have increased the phenomenon of 
boat migration, that is, migrants who decide to risk their lives in order to reach one 
(Northern) European state in (often unseaworthy) vessels; lacking the possibility 
of reaching Europe legally, migrants resort to illegal networks of smugglers. The 
North African coast is the main departure point for irregular boat migration. Al-
though the maritime border crossings account for about 7 % of overall migration to 
the EU, irregular migration by sea is always high on the agenda of political priori-
ties of the European Union Agency for Fundamental Rights (2013). Moreover, ir-
regular migration by sea is problematic because of the high death toll of migrants. In 
2011, the Mediterranean was declared as the most deadly water area for refugees in 
the world by the United Nations High Commissioner for Refugees (UNHCR 2012), 
and in 2013 the dramatic figures for lives lost at sea picked up again. The island of 
Lampedusa is the symbol of this phenomenon, and the numerous tragic accidents 
of migrants in the Mediterranean Sea (some known and others simply unknown) 
have turned the mare nostrum of the Romans into a mare monstrum (monster sea).2

Against the background of this contemporary social and human phenomenon, ir-
regular migration policy is securitised and the external borders are framed in mem-
ber states’ and EU’s policies as the gateways, the sources of (external) threats to 
their (internal) security. Border surveillance in contemporary politics (not only in 
the EU but also in the USA and Australia, to make some comparisons) is increas-
ingly seen and practiced as a preventive policy (Collett 2011), requiring the deploy-
ment of all the most up-to-date technological means (Dijstelbloem and Meijer 2011; 
Besters and Brom 2010).

It is commonly acknowledged by scholars that the Europeanisation of national 
migration policy is caused by national failures in the domain (Boswell and Ged-
des 2011), and that the European migration policy is best explained by securitisa-
tion theories, according to which migration and migrants are framed, in political 
discourses (Weaver 1995), by security actors (Bigo 2001) and through practices 
(Balzacq 2008) as security threats. The framing of migrants as security threats has 
determined that member states and the EU react to defend the internal security 
from those alleged external threats. So, if globalisation has turned the world into a 
“global village” where goods, capitals and information circulate across the globe, 
it could not help decreasing persistent poverty in the southern part of the globe; 
instead, states have consolidated their interest in regulating the human dimension of 
globalisation, that is, human mobility. This policy, aiming at controlling the overall 
phenomenon of human migrations also by increasingly regulating legal migration 
and, consequently, fighting against illegal migration has attracted a number of criti-
cisms, captured by the image describing Europe as a fortress.

Within this process, border surveillance has gained importance too. The EU and 
member states are investing in technological applications, ranging from biometrics 
to databases and drones, in order to deploy the most effective technological means 
in the attempt to face the security threats allegedly coming from outside. Drones are 

2 Estimates on migrants’ deaths at sea are uncertain, but according to the Fortress Europe blog, run 
by journalist Gabriele del Grande, in the past few decades about 20,000 people have lost their lives 
in the attempt to cross the Mediterranean Sea from Africa to Europe.
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part of this process, variably framed as the EU’s digital fix (Besters and Brom 2010), 
or the transformation of Europe into a high-tech fortress, through militarisation of 
border surveillance (Marin 2011). Drones, more neutrally called unmanned aerial 
vehicles (UAVs) or remotely piloted aircraft systems (RPAS), are first aircrafts and, 
second, intelligence, surveillance (target-acquisition) and reconnaissance (ISR or 
ISTAR) machines. As such, they can perform surveillance, monitoring and intelli-
gence operations, usually carried out by public agencies tasked with border control 
functions. In the USA, drones have already been used for monitoring the southern 
borders since 2004 and, recently, some European states, such as Italy, have deployed 
them too (Marin 2015). In the past few years, several European and international 
agencies have joined forces participating in EU-funded research programmes ex-
ploring and preparing the transfer of drone technology from the military domain 
to the non-military one (Hayes et al. 2014). In this context, Frontex regularly holds 
demonstrations and workshops concerning drone technology for border surveil-
lance, cooperating closely with the world’s industry giants, and specifically with 
companies like Israel Aerospace Industries, Thales Group, Aerovision or Lockheed.

Thanks to the surveillance technologies they can carry, drones can contribute to 
the attainment of the objectives of EU border controls, that is, to reduce the number 
of migrants illegally entering the EU, to prevent undocumented migration and thus 
contribute to the fight against cross-border crime. Drones can provide information 
to border guards present on the ground or at sea and therefore contribute to making 
border surveillance a proactive policy rather than a reactive one. These ground and 
sea patrols, thanks to the information acquired by drones, could then take control of 
migrants and, in the case of migration by sea, could support them in case of distress, 
taking them to the closest port, as well as re-direct them to international seas or to the 
authorities of cooperating third countries (TCs), if bilateral agreements so provide.

The aim of this chapter is to explore the recent developments constituted by the 
deployment of drone technology in border surveillance. The chapter first introduces 
the actors, policies and practices in the sphere of border management, specifically in 
the area of border surveillance (1); then, it discusses the use of drone technology for 
border surveillance, looking not only at the potentialities but also at its current short-
comings (2); it will then move toward the regulatory framework enabling the safe 
deployment of drones under aviation law and on border surveillance (3) and present 
the constraints represented by fundamental rights and data protection rules on drone 
technology and the challenges drones represent for the human rights of migrants 
(4), before concluding that drone technology might entail a further securitisation of 
border surveillance, together with a shift toward preventive border surveillance (5).

Border Policing in the EU: Actors, Practices and Critical 
Aspects

Actors in Border Surveillance

As stated in Article 77(1)(c) of the Treaty on the Functioning of the European Union 
(TFEU), the EU is mandated to develop the gradual introduction of an integrated 
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management system for external borders. Border management in the European 
perspective has several actors: on the one side, the member states and their national 
bureaucracies and, on the other side, the European agency Frontex.

Considering the first group, that is, the particular member states, the countries 
most directly concerned by the recent migratory trends are the southern European 
states, such as Portugal, Spain, Italy, Malta, Cyprus and Greece; they have to ad-
minister an important maritime border neighbouring with third (i.e. non-EU) coun-
tries and they are (geographically) the first countries to be faced with the problem of 
irregular and dangerous migration by sea. Border surveillance practices vary across 
the member states and are obviously limited by the legal framework, and to some 
extent are also influenced by governments’ political interests and goals. Since the 
management of a state’s borders in the EU means the management of the external 
borders of the EU, the policies applied in these member states involve consequences 
for the rest of the EU. However, as explained above, the Schengen integration pro-
cess requires member states to be the first “guardians” of the common external bor-
ders of all the member states of the EU. Therefore, the individual states are still the 
first and most important actors in the area of border surveillance, and, according to 
the legal framework, they bear the responsibility of border controls within the EU.

Traditionally, border surveillance is the task of border guards, the first actors on 
the frontline of borders. Usually, European states have specific bodies within their 
law enforcement systems, but in this respect there are many variations as to their na-
ture and features, as institutions are the consequence of historical processes within 
states. So, for example, in German-speaking countries, border surveillance is usu-
ally vested with the police, whereas in other member states it is bestowed on mili-
tary police corps such as the French Gendarmerie, the Dutch Royal Marechaussee, 
the Spanish Guardia Civil, and the Italian Carabinieri. Alongside them, border sur-
veillance is traditionally also a competence of agencies tasked with the control of 
customs, such as the French Douane and the Italian Guardia di Finanza.

In the past few years, however, a new trend has been emerging in Southern Eu-
ropean states, that is, the militarisation of border surveillance as part of a broader 
process of securitisation of borders and migration (Bigo 2001; Hayes 2006). Along-
side border guards, other state agencies have been tasked with border surveillance, 
often as a consequence of the characterisation of migration flows as a security threat 
and as an emergency, requiring the deployment of exceptional forces. An interest-
ing example is provided by the operation Mare Nostrum, carried out by the Italian 
Navy, in cooperation with the Ministry of Internal Affairs. In this operation, bor-
der surveillance and the management of irregular migration were characterised as 
humanitarian actions, and therefore this humanitarian rationale has been used to 
justify the deployment of warships and other military assets. Alongside this, states 
are progressively deploying other assets, such as drones, and also satellites, in order 
to map human movements in the sea. The flourishing of a civilian security industry 
after the fall of the Iron Curtain and the end of the Cold War is also supported by the 
interests of the defence industry, which is finding in these civilian missions a new 
and growing market, where dual-use technologies can be exploited and tested and 
their deployment can be made cost-efficient thanks to mutualisation.

Another increasingly influential actor in border management is Frontex, the Eu-
ropean Agency for the Management of Operational Cooperation at the External 
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Borders of the Member States of the European Union, operational since 2005. The 
mission of Frontex is the coordination of operations mainly carried out by single 
states. Its core activities are joint operations, pilot projects and risk analysis. An-
other crucial task of Frontex is research and development (R&D); the agency regu-
larly organises workshops and demonstrations of new technological developments 
informing the member states on research on border management techniques and 
technologies (Regulation No 1168/2011 2011). Frontex, with the help of the Euro-
pean Commission (EC), supports research concerning border surveillance that aims 
at “improving detection of irregular migration and cross-border crime as it occurs 
between border crossing points (BCPs)” (Frontex 2014a). This research should also 
help member states to identify and address any vulnerability at their borders as well 
as “investigate the possibilities of automated data mining and media analysis as a 
part of the creation of an EU-wide intelligence picture” (Frontex 2014a).3

However, the use of drone technology by Frontex itself raises a lot of concerns 
among scholars. The agency has been criticised for its lack of transparency. Many 
of its activities are not made public, even when the sensitivity of the contained data 
is not an issue (Léonard 2010). In the past, NGOs as well as scholars have shown 
reasons for concern on the compliance of Frontex-coordinated operations with the 
legal provisions on human and migrants’ rights. The agency has been accused of 
engaging in push-back operations, carried out on the basis of bilateral agreements 
between a member state and a TC.4 In the joint operations (JOs) Hera II and Hera 
III, the bilateral Spain–Senegal and Spain–Mauritania agreements enabled inter-
ception and diversion of migrants’ boats (Heijer 2011; Marin 2014). Later on, the 
agency did not engage actively in push-back operations, but it claimed success and 
effectiveness for the JO Nautilus, carried out “in parallel” with the operations car-
ried out by Italy in the same area on the basis of national bilateral agreements with 
Libya, where interceptions also took place. This raised criticism among scholars: 
though not directly involved with such practices, the agency seemed to suggest 
complementary of its and member states’ controversial practices (Moreno-Lax 
2014; Marin 2014).

3 In computer sciences, data mining is the practice of examining large pre-existing databases in 
order to generate new information (Oxford University Press 2014). Media analysis constitutes the 
monitoring of open and media sources and analysing its effects on its audience, trends as well as 
reliability when reporting news (Dictionary Central 2012).
4 These diversion and interception practices were carried out, for example, by Italy or Spain on the 
basis of bilateral agreements with third countries (Italy–Libya, Spain–Morocco/Mauritania/Sen-
egal) (European Union Agency for Fundamental Rights 2013; Heijer 2011). These agreements also 
allowed the member state to join the national border patrols and participate in the surveillance of 
those third states’ territorial waters (Heijer 2011). The criticism of these practices mainly involves 
the fact that these activities are actually against international refugee law, that is, they constitute a 
breach to the non-refoulement principle (Marin 2011) that no state should “expel or return (“refoul-
er”) a refugee in any manner whatsoever to the frontiers of territories where his/her life or freedom 
would be threatened on account of his/her race, religion, nationality, membership of a particular 
social group or political opinion” (Convention and Protocol Relating to the Status of Refugees 
1951, p. 30). These practices were challenged before the European Court of Human Rights in the 
case of Hirsi Jamaa and Others v. Italy (Case of Hirsi Jamaa and Others v. Italy 2012).
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However, in spite of the importance it acquired in a relatively short period, it 
would be wrong to see Frontex as a supranational actor. On the opposite side, mem-
ber states are represented in the control body of the agency, its management board. 
The agency relies on the member states’ (mainly technical) resources and their vol-
untary participation in JOs. Hence, the agency is claimed to undergo some limita-
tions in its cooperation capacity. In addition, it claims that search-and-rescue opera-
tions fall outside the mandate of border surveillance. The case of the Greek tanker 
Salamis is illustrative. The Salamis rescued migrants from near the Libyan coast. 
This tanker was not allowed access into the territorial waters of Malta and found 
itself in an impasse not wanting to go back to Libya and not being allowed to enter 
Malta or Greece. To avoid a possible humanitarian crisis on board the tanker, the 
ship was allowed to disembark migrants in Italy after political negotiations, with the 
EC claiming no powers in the process (Balzan 2013; Balzan and Dalli 2013). Fron-
tex was criticised for not taking action in this and similar cases; the agency claimed 
not to be responsible for search-and-rescue operations and that these actions lie 
solely under the authority of particular member states (Regulation EU 1052/2013 
2013), in spite of the growth of the agency’s competencies and means. With the 
Frontex Regulation reforms, the agency has been allowed to deploy rapid-reaction 
intervention teams, and now European Border Guard Teams, to provide enhanced 
technical and operational assistance in case of an urgent and exceptional situation, 
or to purchase its own equipment.

Current Instruments and Practices: The Challenges Ahead

Frontex has a strong operational dimension that shows itself clearly on the opera-
tional-to-administration expenses ratio, which is 67:33 (Marin 2011; Frontex 2013a). 
However, there are some doubts about the proportionality of the allocation of these 
resources and its effectiveness. Most of the operations of Frontex are carried out at 
sea borders although migration by sea only constitutes a marginal part of overall 
entries to the EU and is driven by structural factors like the economic and political 
situation in the migrants’ states of origin (Marin 2011; Czaika and De Haas 2013).

Integrated border management (IBM) sees cooperation with TCs as one of its 
pillars. For this purpose, Frontex has been given powers to coordinate action be-
tween TCs and the member states (Regulation No 1168/2011 2011). This follows 
the argument that for efficient and successful operations at borders against unau-
thorised migration and cross-border crime, actions have to be coordinated between 
the countries of destination and the countries of origin. Frontex has already signed a 
few working arrangements with TCs that involve development of activities between 
the agency and TCs in the fields of information exchange and risk analysis, train-
ing and R&D related to border management, and development and coordination of 
joint operational measures and pilot projects on border control (Frontex 2014d).5 

5 Frontex has already signed working arrangements with 18 countries: Albania, Armenia, Azerbai-
jan, Belarus, Bosnia and Herzegovina, Canada, Cape Verde, Croatia, Georgia, Macedonia, Mol-
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Nevertheless, Frontex is bound by EU law, which also means its fundamental rights 
provisions, when cooperating with TCs. It is, however, questionable how clear and 
transparent cooperation with North African countries can be (Fink 2012). These are 
the main departure points of unauthorised migration in the Mediterranean, but the 
political and human rights situation there is becoming worse rather than better.

According to the European legislation, member states are tasked to carry out 
border surveillance, and Frontex coordinates their actions in this regard. But what is 
border surveillance? In its Article 2(11), the Schengen Borders Code (SBC) defines 
border surveillance as “the surveillance of borders between border crossing points 
and the surveillance of border crossing points outside the fixed opening hours, in 
order to prevent persons from circumventing border checks” (Regulation (EC) No 
562/2006 2006). However, at the southern sea borders, law enforcement authorities 
find several challenges: for example, how to detect and track small boats, high per-
sonnel costs, and efficiency and surveillance capability of border patrols (Frontex 
2014b). Since the Mediterranean is one of the busiest seaways in the world, the core 
of these challenges is the problem of how to monitor this extensive area of 2.5 mil-
lion km2 and collect information on what is happening, also in remote places. The 
current technology is often perceived as insufficient: for example, first, weather 
conditions and clouds affect satellite images, pictures taken by satellites are not 
real-time and can only be taken when the satellite is directly overhead; second, the 
automated identification system for boats is only mandatory for commercial vessels 
and fishing boats over 16 m, and infrared cameras can scan shores only up to the 
distance of about 1.2 km (Frontex 2013b).

This suboptimal situation creates a demand for more effective and efficient tech-
nological equipment to counter these challenges, such as the deployment of drone 
technology according to the US example. Frontex has already set a few criteria 
that drone technology has to satisfy for it to be regarded as the effective solution to 
counter the challenges concerning border surveillance. Accordingly, drone manu-
facturers have to prove to Frontex that it can persistently monitor large areas, func-
tion in all weather conditions, identify suspect vessels and human presence, provide 
real- and near-real-time operational data and be integrated into existing surveillance 
networks, and mainly that drones are a cost-efficient alternative to manned aircraft 
and can be integrated into the normal airspace (Kolev 2012; Beugels 2011).

However, the most debated aspect in the perspective of drone deployment by 
Frontex or other member states is the actual impact of this technology on border 
management, the fundamental rights of migrants and privacy rights, that is, how 
much the deployment of drones changes traditional border management and its legal 
standards. Currently, the information on the situation in the Mediterranean collected 
by Frontex and the Schengen countries is shared through the European Border Sur-
veillance System (EUROSUR). EUROSUR is a technological network whose aim 
is to sustain better border management of the EU’s external borders developed by 
Frontex with the member states’ border authorities (European Commission 2013b). 

dova, Montenegro, Nigeria, Russia, Serbia, Turkey and Ukraine. Further working arrangements 
are being negotiated with Libya, Morocco, Senegal, Egypt, Brazil and Tunisia (Frontex 2014c).
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It features several national situational pictures, a “European Situational Picture” 
(ESP) and a common pre-frontier intelligence picture (CPIP) on what is happening 
on and outside the EU borders, including information on prevention of unauthorised 
migration and cross-border crime. The information is gathered with the help of vari-
ous technological means, for example, satellites, ship board monitoring systems, 
drones, ground sensors, etc. This network should enhance cooperation between na-
tional border control agencies, as well as between them and Frontex, and promote 
surveillance of the EU’s external borders and therefore improve border protection 
and save migrants’ lives (Regulation EU 1052/2013 2013). However, although the 
supporters of EUROSUR claim its humanitarian potential, Frontex has no search-
and-rescue competence. The operational area of the recently established JO Triton 
south of Sicily is a telling example (Frontex 2014d).6 It is therefore questionable 
how EUROSUR will contribute to more safety at sea preventing loss of migrants’ 
lives in boat accidents and whether humanitarian reasons are the main objective of 
EUROSUR.

Having explained the current policies and practices of border surveillance, the 
chapter will now explain the benefits of drones in border surveillance and present 
current projects in the domain.

The Deployment of Drone Technology in Border 
Surveillance

Drones now appear to be the technology that can contribute to increasing effective-
ness in border surveillance. According to the special report produced for NATO on 
UAVs, drones have operational advantages as they are able to lower personnel costs 
and are more expandable as they can stay airborne much longer than a human crew, 
as well as carrying the necessary technology for monitoring areas and detecting 
suspicious vessels, for example, infrared cameras, mobile phone jammers, thermal 
imagining devices and video cameras (Nolin 2012).

Advocates for increased border surveillance claim not only that drones will be 
beneficial for preventing and combating cross-border crime and irregular migration 
but also that increased surveillance will fulfil a humanitarian mission (by providing 
information on accidents, thereby enabling search-and-rescue (SAR) operations) 
(Regulation (EU) No 1052/2013 2013). However, drones are first of all aircraft, 
supporting sophisticated sense-and-detect technology; therefore, it is out of the 
question that, thanks to drones, public authorities will know more about what hap-
pens at sea. But the question is: Is this really the heart of the problem? Is there a 
need to know more precisely what happens at sea? Will the numerous calls for 
rescue by migrants’ boats that have been left unanswered in the past few years be 

6 According to the (then) Commissioner for Home Affairs, Ms Cecilia Malmström, JO Triton 
should be seen as complementary rather than alternative to Mare Nostrum (Nielsen 2014).
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answered by drones?7 Or do these failures to answer calls indicate that SAR duties 
are now hindered by controversies on the port of disembarkation, which also means 
taking responsibility for providing assistance to these persons, and also giving them 
access to asylum systems?

Actual use of drone technology in the EU for the purposes of border surveil-
lance is still limited. Among the southern member states, Spain and Italy dispose of 
drones that can be used for border surveillance. In 2010, Italy bought 12 UAVs from 
the US: 6 MQ-1 Predators and 6 MQ-9 Reapers or Predator Bs. Since October 2013, 
some of them have been used within the operation Mare Nostrum for monitoring the 
high seas and searching for migrant vessels.8 However, because of the high costs in-
volved, the Italian government has discontinued the operation and has asked for the 
participation of European states in a new Frontex coordinated operation (Scherer 
2014). Consequently, JO Triton was started by Frontex to protect Italian sea bor-
ders from migration, focusing on migratory flows from Tunisia, Libya, Egypt and 
Turkey, but it clearly pointed out that the SAR operations are the competence of the 
member states (European Commission 2014a).

Other states too are on the frontline and getting ready to deploy UAVs at their 
borders. Spain has also considered using drones for sea border surveillance, mainly 
in the Strait of Gibraltar and over the Canary Islands (Purvis 2011). It also car-
ried out several tests within the PERSEUS project in 2013 (Plunkett 2013). The 
Spanish authorities support or are actively engaged in several projects on drones fi-
nanced under the FP7 (e.g. PERSEUS, CLOSEYE, TRITON and AEROCEPTOR). 
However, under the current Spanish regulation, the deployment of drones for civil 
purposes (including commercial or professional drones) is not allowed. Therefore, 
military drones can only be used under special conditions (Howell 2014).9 Simi-
larly, Greece is also in the process of purchasing a drone suitable for day and night 
border surveillance (Souliotis 2014; New Europe Online 2014; Mamakouka 2014).

Alongside member states, the European agency Frontex has also several times 
confirmed its interest in drones for improving the search-and-rescue and the re-
action capability of the member states and the agency; in addition, drones would 
contribute to providing additional information to the EUROSUR network (Laitin-
en 2013). The agency regularly participates in various initiatives regarding R&D 
as well as organising practical demonstrations of and tests on drone technology 
(Frontex 2014a). The former executive director of Frontex, Ilkka Laitinen, in an 
interview for EUobserver admitted that the drone “seems to be a reliable and cost-
effective means for surveillance” (Nielsen 2013a). The head of R&D at Frontex, 
Edgar Beugels, admitted that Frontex is interested in drone technology for border 

7 See two emblematic cases among many: the case of the left-to-die boat and the Salamis case of 
summer 2013.
8 The Italian Navy has not disclosed how many drones are deployed for border surveillance. The 
operation Mare Nostrum is an Italian border surveillance and “humanitarian operation to save hu-
man lives” in the Mediterranean; the assets deployed confer a clearly military nature on it (Ghelli 
2013; Day 2013).
9 This is not the case of Italy, which has also enacted regulations enabling drones to fly in its skies 
for civil purposes, thanks to resorting to “smart segregation” (ENAC 2013).
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surveillance, though “remotely piloted aircraft is just one of the technologies we are 
looking into. At this moment we do not know if this technology is a technology that 
we could potentially give to the border guard community” (Nielsen 2013b).

This uncertainty about the real deployment of drones has multiple reasons. First, 
current European aviation law does not allow drones to fly in nonsegregated air-
space.10 Therefore, the preparation of an appropriate legal framework, providing 
guarantees on safety, should precede the actual deployment of drones. Second, there 
are significant concerns on the cost-effectiveness, efficiency, added value and tech-
nological limitations of drones for use in border surveillance, in addition to worries 
about the threats drones pose to fundamental rights (Laitinen 2013; Nielsen 2013b; 
Frontex 2014b, 2012a). The American experience offers in this respect a lesson that 
cannot be ignored. In the USA, several criticisms have been raised on the deploy-
ment of drone technology in border surveillance: Though in the political debate 
there is a never-ending rush toward drone technology, in 2012 the fleet was unused 
for 63 % of the time. This was due to a lack of budget for drone operations, and as-
sociated costs of maintenance and drone-related equipment (Sternstein 2012). So 
the lesson for the policymakers and public agencies is that clear benchmarks and 
criteria are necessary in order to measure the cost-effectiveness of drones. This re-
quires measuring not only the costs of the aircraft but also their operations and their 
maintenance. Right now, research on drones is, to some extent, segregated, pro-
tected from the public debate on military drones on which by contrast there is media 
coverage and debate on the desirability of UAVs and on the ethical implications 
of drones and of robotics. In a sense, the civilian deployment of drones remains 
unquestioned, while (defence) industries and public agencies prepare, research and 
manufacture new drones in a technocratic process, where the fundamentals of the 
debate remain unexplored (Hayes et al. 2014).

More precisely, looking at the process itself, other considerations might arise. 
For example, Frontex has hosted several workshops on drone technology. In 2009 
and 2010, it conducted workshops on “RPA and Land Border Surveillance” in Ima-
tra, Finland.11 Further workshops were hosted in Sofia, Bulgaria, and Warsaw, Po-
land, in 2012 and 2014. These workshops are aimed at closing the communication 
gap between the producers and end users and bringing together the border manage-
ment authorities, research institutes, universities and industry to exchange views, 
experiences and needs (Frontex 2014b, 2012a). Demonstrations aimed at present-
ing the performance of drones in various conditions are another type of event that 
Frontex regularly organises. At these sessions, European and international drone 
manufacturers were invited to present the latest developments in their industry and 
demonstrate their capabilities for border surveillance.12 Criticisms have been raised 

10 Nonsegregated airspace is the airspace open to all civil air transport. Current aviation law pro-
hibits the deployment of fully automated drones in nonsegregated airspace (Hayes et al. 2014).
11 This workshop included live demonstrations of mini-RPAs (Patria MASS, Rafael Orbiter, SIM 
Skyeye, Selex ASIO) and Aerostats (Skystar 180) (Kolev 2012).
12 Among the companies that attended the workshops in the past were, for example, Thales (UK), 
Aerovisión (Spain), Scotty Group (Austria), Israel Aerospace Industries (Israel), L−3 Communi-
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on the generosity of Frontex for having subsidised companies to allow them to par-
ticipate in demonstrations where member states’ officials act as potential customers. 
For example, in 2011, Frontex paid 30,000 € to Lockheed Martin UK Integrated 
Systems & Solutions for participating in a demonstration of optionally piloted ve-
hicle (OPV) UAVs in Aktio (Greece). The subsidies to the participating companies 
for this demonstration session varied between 10,000 and 198,000 € (Fotiadis and 
Ciobanu 2013; Hayes et al. 2014).

To conclude, the past few years have witnessed interest in and research on the 
transfer of drone technology from the military to the civil domains; in particular, 
Frontex and member states’ ministries have engaged in the transfer of UAV technol-
ogy to border surveillance, which is the focus of this chapter. Considering the high 
number of projects on different aspects connected with the deployment of drones, 
together with the actual experiences of drones’ deployment in border surveillance 
by some member states, it can be concluded that public authorities have a long-term 
interest in using drone technology for the protection and policing of their external 
borders.

The Legal Framework for the Deployment of Drones 
Outside Military Spheres

The deployment of drones for border surveillance in Europe triggers general and 
specific questions. Under general questions, we indicate those concerning the na-
ture of drones as aircraft, whereas the specific questions refer to drones in the sphere 
of border surveillance.

The following section will present the problems underlying the deployment of 
drones with reference to aviation standards.

General Aviation Law Issues

As recalled above, a UAV or an RPA is itself an aircraft, and as such it has to be 
accommodated into the airspace, according to the current regulatory requirements, 
and, to some extent, postulating new regulatory frameworks.

This is a preliminary set of issues that precedes and, to some extent, hinders 
the deployment of drone technology in the civil domains, and raises questions on 
whether the necessary and adequate legal framework concerning the deployment of 
drones in the civil airspace is in place. Within this framework, drones have to meet 
technological standards of airworthiness, safety and liability in case of accidents.

cations (USA), AeroVironment (USA), Selex (Italy), Safran Group-Sagem, Inmarsat (UK), Dia-
mond Aircraft (Austria), Altus (USA) and Lockheed Martin (UK).
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However, experts admit that the EU has an unclear legal framework regarding 
the flight of drones in nonsegregated airspace as well as the fundamental rights 
and privacy concerns raised by the application of drones. All this, accompanied 
by the complexity and multimodality of these surveillance systems that integrate a 
high range of other technologies and capabilities, hinders the current deployment 
of drones in Europe.

The EU has the competence to regulate only drones above 150 kg. Under this 
limit, drones are subject to the regulation of the national aviation authority. For an 
application of drones for the surveillance of large areas such as the Mediterranean, 
the Union will have to secure a mutual recognition of standards across the member 
states as is already done in other areas of the internal market. However, on its plans 
for the introduction of drones into the European airspace, the EC has consulted dif-
ferent stakeholders (e.g. industry and national authorities) since 2009 (European 
Commission 2014b).

The International Civil Aviation Organization (ICAO)13 is also working on pro-
viding an international regulatory framework for the deployment of drones. ICAO 
states clearly that the civil market with drones will remain limited until an appro-
priate regulatory framework is in force. Their deployment to the civil domain is 
also delayed in the USA. However, across Europe and in the international airspace, 
drones can currently be deployed only as far as the operator maintains a visual con-
tact with the drone, that is, there is visual line of sight (VLOS)14. For deployment 
beyond the VLOS, drones have to be operated in segregated airspace or must be 
equipped with a sense-and-avoid system that is safe for use. Unfortunately, sense-
and-avoid systems need further development, as there is currently no system world-
wide to be considered as safe for use. Moreover, the EU law prohibits the flight 
of fully automated unmanned drones in commercial airspace (UK Civil Aviation 
Authority: Directorate of Airspace Policy 2014; Hayes et al. 2014).

The EU plans to finish the revision of the regulation concerning airspace tech-
nology and its deployment by 2016. This revision should therefore integrate drones 
too into national airspace from that year. The EC has specified that the future regu-
latory framework concerning drones “should reflect the wide variety of aircraft and 
operations, keep rules proportionate to the potential risk and contain the administra-
tive burden for industry and for the supervisory authorities” (European Commission 
2014c). However, for now, it can be concluded that the European airspace is legally 
not yet prepared for a large-scale accommodation of drones into the civil airspace. 
From the perspective of aviation law, their use nowadays can therefore be assumed 
as a precipitate act that creates concerns about respect for an adequate legal frame-
work ensuring airworthiness, safety and liability.

13 ICAO is an UN agency created in 1944. It works with global industry and aviation organizations 
on development of international Standards and Recommended Practices (SARPs), which are then 
used by national states for the development of their legally binding national civil aviation legisla-
tion (ICAO 2014).
14 VLOS differs across states. Usually, it means an area of about 500 m horizontally and about 
120 m vertically (UK Civil Aviation Authority: Directorate of Airspace Policy 2014).
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The next section will focus on problems specific to the use of drone technology 
for border surveillance purposes.

The Legal Framework for Border Surveillance and Its Constraints

As stated in Article 6 of the SBC, border control should be fully in line with respect 
to human dignity, not discriminatory, and be proportionate to the objectives pursued; 
border surveillance, understood as part of border control (Recital 8, Regulation (EC) 
No 562/2006 2006), must therefore respect this requirement. Article 12 of the SBC 
stipulates that border surveillance serves to “prevent unauthorized border crossing, 
to counter cross-border criminality and to take measures against persons who have 
crossed the border illegally”. Furthermore, according to Article 12(4) of the SBC, 
surveillance may be “carried out by stationary or mobile units…the aim of such 
surveillance being to apprehend individuals crossing the border illegally. Surveil-
lance may also be carried out by technical means, including electronic means”. It is 
questionable whether drones can be considered as a legitimate tool for border sur-
veillance if we interpret them as technical means, drones being first of all aircraft.

Right away it can be stated that drone deployment pursues legitimate objectives, 
for example, stopping cross-border crime, preventing unauthorised migration, sav-
ing human lives and protecting national security and order. The question is whether 
drones constitute the least restrictive measure that could be chosen to achieve these 
objectives and whether there is some imbalance between the costs of drone tech-
nology in border surveillance and its benefits.15 Moreover, the surveillance and the 
information acquired will have to be processed by stakeholders in risk analysis. 
Frontex will therefore remain one of the important players as one of its main tasks is 
conducting risk analysis. Hence, it is possible to argue that drone technology might 
entail a shift from reactive border surveillance to proactive or preventive border 
surveillance.

The use of surveillance technology (e.g. drones) at legal border crossing points16 
is proportionate because states monitor their borders and people expect to be moni-
tored there as these are highly public places (Kenk et al. 2013). Surveillance be-
tween the border crossing points can also be considered legitimate as it is perceived 
as responding to a need to prevent and discourage persons from circumventing bor-
der checks (Article 12(2), Regulation (EC) No 562/2006 2006). Nevertheless, even 
when border control is carried out outside the EU borders, the SBC still applies, 
as do the obligations to protect fundamental rights. The waiving of Article 7 of the 
SBC on border checks on persons, which according to the definition in Article 2 
of the SBC should be carried out at border crossing points at the EU external bor-
ders, is provided in Annex VI of the SBC. It specifies that at sea borders, checks 
can be carried out even during crossings or, upon the ship’s arrival or departure, 

15 This is an applied principle of proportionality (Sauter 2013).
16 A border crossing point is any crossing point authorised by the competent authorities for the 
crossing of external borders (Regulation (EC) No 562/2006 2006).
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in the territory of TCs (Point 3.1.1. Annex VI, Regulation EC No 562/2006 2006). 
The execution of these border checks should fully respect human dignity and the 
principles of proportionality and non-discrimination, according to Article 6 of the 
SBC. Alongside EU legal obligations, EU states are bound to respect the European 
Convention on Human Rights (ECHR) even when they act outside the EU territory 
(Case of Hirsi Jamaa and Others v. Italy 2012).

On the other side, drones will definitely help to locate migrants’ and other boats 
in distress at sea because they are able to cover a much larger area than a deployed 
manned vessel or aircraft. Nevertheless, as drones are just sense-and-detect tech-
nology, they will not solve the core questions of search-and-rescue operations, that 
is, who is responsible for rescuing a boat with migrants in distress17 and where to 
disembark migrants.

According to the international maritime law, there is an obligation to render 
assistance to a boat in distress and it applies to all vessels, both commercial and 
governmental (IMO 1985); however, the nearest place of safety remains a contro-
versy among some states, such as Malta and Italy. According to the European Union 
Agency for Fundamental Rights (FRA) report, this point is a cause of problems 
in the Mediterranean: disembarkation entails taking care of the migrants, provid-
ing them with the possibility to apply for asylum because of lack of responsibility 
sharing — the case of the tanker Salamis offers an example. Shipmasters of civil 
and commercial ships are also concerned about their obligation to rescue migrants 
at sea because they have to report distress cases to the national authorities and then 
await their arrival (which can take a long time). Sometimes they have to start a 
rescue operation on their own, with the consequences this entails, and face prob-
lems on where to disembark the migrants: states are usually reluctant to allow the 
disembarkation of unauthorised migrants in their ports. Similar problems are faced 
by military vessels often cruising the Mediterranean: the case of the left-to-die boat 
offers a tragic example.18 For commercial boats, taking part in rescue operation 
is very costly and dangerous as migrants might try to get onto the boat anyway. 
Therefore, many of them try to avoid migrants’ vessels and do not report them to the 
authorities. The former Italian Prime Minister, Enrico Letta, presenting the opera-
tion Mare Nostrum, also stressed that identification of migrants’ vessel in distress 
by an Italian vessel (or even drone) does not automatically mean that these migrants 
will be taken to an Italian port; this will be decided upon where the operation takes 
place (Day 2013).

Overall, it seems that drone technology will increase surveillance, but how the 
latter will increase the security of migrants is not yet clear. The political issues that 
have hindered SAR operations until now are still there. Southern states denounce 

17 Distress as defined by the SAR Convention is a “situation wherein there is a reasonable certainty 
that a person, a vessel or other craft is threatened by grave and imminent danger and requires im-
mediate assistance” (IMO 1985).
18 In 2011, a Spanish naval force rescued about 100 migrants and it took 5 days of negotiations till 
those people could be disembarked in Tunisia. The FRA report found that migrants often report 
that they encounter a military vessel during their journey but are mostly turned away without the 
migrants’ vessel being reported or assistance being rendered (FRA 2013).
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a lack of solidarity and burden-sharing concerning rescue operations and reception 
of the migrants. Drones will definitely help to locate migrants’ and other boats in 
distress at sea but will not decide, regarding the situation, whether these should be 
rescued or not. Therefore, one can conclude that drone technology might entail a 
further securitisation of border surveillance, together with a shift toward preventive 
border surveillance.

The Deployment of Drones in Border Surveillance: An 
Outlook on the Limitations from and Challenges for 
Human Rights

The Limitations for Drone Surveillance from Privacy  
and Data Protection

Among the main challenges implied by the deployment of drones in the Mediter-
ranean are the privacy and data protection rights of all people found within the sight 
of the drone at sea (e.g. fishermen, tourists and migrants), since drones can collect 
and transmit specific information to the drone operator about what happens at sea, 
including visual data.19 Drones, as a sense-and-detect technology, do nothing but 
increase the conflict between security and privacy (Marin 2014). But what is the 
legal framework regulating the operation of drones?

In the EU legal order, the privacy and the protection of personal data20 have fun-
damental rights status. According to Articles 7 and 8 of the Charter of Fundamental 
Rights of the European Union, legally binding since 2009, individuals have, respec-
tively, the right to privacy and the right to the protection of their personal data. The 
latter is based on the principles of consent, the principle of specific, explicit and 
legitimate purpose for the collection of data, the right of access to data and right to 
rectification. Case law has interpreted the current legal framework as also includ-
ing the right to the deletion of data, or right to be forgotten (Case Google Spain 
2014). Legislative reforms are introducing other rights, such as data portability and 
data breach notification. Besides the now fully fledged legally binding Charter of 
the EU, the ECHR, in its Article 8, states that everyone has the right to have their 

19 In the case of Peck v. UK, the ECtHR stated that: “The monitoring of the actions of an individual 
in a public place by the use of photographic equipment which does not record the visual data does 
not, as such, give rise to an interference with the individual’s private life” (Case of Peck v. The 
United Kingdom 2003).
20 According to Data Protection Directive 95/46/EC, personal data are defined as “any information 
relating to an identified or identifiable natural person; an identifiable person is one who can be 
identified, directly or indirectly, in particular by reference to an identification number or to one or 
more factors specific to his physical, physiological, mental economic, cultural or social identity” 
(Directive 95/46/EC 1995).
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private and family life, home and communications respected, similarly to Article 7 
of the Charter.

Alongside these provisions of a constitutional nature, enshrining data protection 
among the fundamental rights of the EU’s legal order, there are European regu-
lations binding in all member states that further specify the constitutional provi-
sions of the Charter: These are the Data Protection Directive 95/46/EC (hereinafter 
DPD) and the Framework Decision 2008/977/JHA on the protection of personal 
data processed in the framework of police and judicial cooperation in criminal mat-
ters (hereinafter the FD) (Directive 95/46/EC 1995; Council Framework Decision 
/977/JHA 2008). Last but not least, Regulation 2001/45/EC completes this legal 
framework, covering the processing of personal data by EU institutions and bodies 
(Regulation No 45/2001 2001).

The DPD has paramount importance at the EU level. Its scope covers “the pro-
cessing of personal data wholly or partly by automatic means” and by contrast does 
not cover “processing operations concerning public security, defence, State secu-
rity (including the economic well-being of the State when the processing operation 
relates to State security matters) and the activities of the State in areas of criminal 
law” (Articles 3 and 13, Directive 95/46/EC 1995). The scope of the FD instead 
covers member states’ activities in the context of the judicial cooperation in crimi-
nal matters, the former third pillar of EU law, and hence extends data protection to 
that area, otherwise explicitly excluded from the scope of the DPD.

As mentioned before, the deployment of drone technology to civil applications 
challenges these legal frameworks and the rights they protect: drones can collect 
and transmit specific information to the drone operator about what happens at sea, 
including visual data.21 It has been argued that the application of the DPD to border 
surveillance is not clear (Finn and Wright 2012). Indeed, according to the DPD, 
member states can restrict the scope of the obligations and rights protected by the 
DPD, if this is necessary in order to protect, among other things, national secu-
rity, public security and for “prevention, investigation, detection and prosecution 
of criminal offences (…)” (Article 13, para. 1, letters a), c), d), Directive 95/46/EC 
1995). However, any limitation of EU rights has to be based on the rule of law and 
has to be applied in a proportionate manner. Second, when member states act so, 
they are nevertheless bound to respect fundamental rights (Case ERT 1991). Third, 
considering we are also dealing with rights protected under the European Conven-
tion of Human Rights, according to that convention, as interpreted by the Court of 
Strasbourg, restrictions to fundamental rights have to be based on the rule of law, 
and have to be necessary in order to protect public order values (such as national 
security and public safety) and prevent disorder or crime. Alongside this, Frontex 
being an EU agency, its operations are covered by Regulation 45/2001/EC, as well 
as by application measures adopted by its management board, as stated in Article 

21 In the case of Peck v. UK, the ECtHR stated that: “The monitoring of the actions of an individual 
in a public place by the use of photographic equipment which does not record the visual data does 
not, as such, give rise to an interference with the individual’s private life” (Case of Peck v. The 
United Kingdom 2003).
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11 of the Frontex-reformed regulation. Therefore, even if one cannot invoke the 
right to privacy at the border, as the border is the legal and physical space where 
states exercise control to maintain their sovereignty, the individual can invoke and 
is entitled to data protection at the border as an autonomous fundamental right. 
This European human right is defined in its fundamentals by the DPD, currently 
in the process of being reformed into the General Data Protection Regulation. For 
this reason, the Meijers Committee had suggested to postpone the enactment of the 
EUROSUR Regulation till the adoption of the General Data Protection Regulation, 
which has not been done (Meijers Committee 2012).

Given this general legal background, enshrining data protection as an autono-
mous fundamental right, it should not be surprising that the challenges of border 
surveillance for data protection were discussed during the negotiation of the EURO-
SUR Regulation, as it has been acknowledged that extensive surveillance carried 
out in the context of border surveillance potentially infringes upon data protection 
rights. The text as agreed through the legislative process provides for specific rules 
for data protection in the EUROSUR system. The most sensitive issue concerns co-
operation of Frontex with third country authorities (TCA) in the framework of bor-
der surveillance. For this reason, “[a]ny exchange of personal data in the European 
situational picture and the CPIP should constitute an exception. It should be con-
ducted on the basis of existing national and Union law and should respect their spe-
cific data protection requirements”. The European Regulation (No 45/2001) on data 
protection is applicable in case more specific provisions do not apply (Recital 13, 
Regulation No. 1052/2013 2013). It is here stressed that the first aim of EUROSUR 
is not to exchange personal data; if this happens in the European situational picture 
or in the CPIP, it is limited to personal data concerning ship identification numbers. 
When the national situational picture is used for processing of personal data, those 
data shall be processed in accordance with the European DPD and the FD, and im-
portant national provisions on data protection. All in all, Recital 13 and Article 13 of 
the EUROSUR Regulation anchor the processing of personal data to the European 
regulation on data protection. Other provisions of the EUROSUR Regulation stress 
the duty to comply with fundamental rights, and with data protection requirements 
(Article 2(4) and Article 18, Regulation (EU) No 1052/2013 2013).

However, a serious challenge to data protection comes from the cooperation of 
member states with neighbouring TCs. Article 20 provides that “[a]ny exchange of 
personal data with third countries in the framework of EUROSUR shall be strict-
ly limited to what is absolutely necessary for the purposes of this Regulation. It 
shall be carried out in accordance with Directive 95/46/EC, Framework Decision 
2008/977/JHA and the important national provisions on data protection”.22 Though 
strictly limited, exchange of personal data is still possible, and this inevitably trig-

22 Article 20, para. 4. See also para. 5, which states that: “Any exchange of information under 
paragraph 1, which provides a third country with information that could be used to identify persons 
or groups of persons whose request for access to international protection is under examination or 
who are under a serious risk of being subjected to torture, inhuman and degrading treatment or 
punishment or any other violation of fundamental rights, shall be prohibited.”
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gers the question of the fate of those data, once in the hands of TC institutions. 
The threat of function creep is there. As presented above, the DPD, in its Article 
6, paragraph 1, states that personal data have to be “collected for specified, ex-
plicit and legitimate purpose and not further processed in a way incompatible with 
those purposes” (Directive 95/46/EC 1995). This should secure that the data are not 
misused, that is, it prevents the function creep of the data. However, if within the 
EUROSUR system the exchange of data across national authorities (border man-
agement, law enforcement, etc.) is enabled, the question of the effectiveness of the 
data protection provisions remains: how can the institutions and the states monitor 
the respect of data provisions, after they have exchanged data with, for example, 
Libyan authorities?

Another challenge for privacy and perhaps other more fundamental rights, such 
as the right to life, is represented by extended surveillance itself and its implica-
tions. We will not develop here the answers to the questions on the policy shift(s) 
enabled by the deployment of drone technology for border surveillance, which seem 
to go in the direction of externalisation of border surveillance, and not in the direc-
tion of humanitarian operations; however, the surveillance of specific areas, outside 
the EU borders, will probably deter (migrants’) vessels from using a specific route 
and perhaps make them use another, more dangerous route. Drones are able to fol-
low the routes of picked vessels, take images of what the crew is doing or even 
prevent a cell phone from receiving a signal. Another problem here is that drones 
fly in an unnoticed and unheard manner, and they are also valuable because of these 
properties. Therefore, should people entering a shadowed area generally be notified 
that they are entering a surveillance area (according to Article 18 of the DPD)? This 
is the case already in our cities when we enter a closed-circuit television camera 
(CCTV) area. Of course, in practice, this cannot be done at sea. All in all, even if 
the EUROSUR Regulation embeds border surveillance within the data protection 
framework, one should be aware that large-scale surveillance in the Mediterranean 
can also cause a “chilling effect”23 or self-disciplining effect or even erode the soci-
ety’s expectation of privacy, therefore leading to normalisation of previously unac-
ceptable levels of surveillance (Finn and Wright 2012).

The Challenges for Human Rights Created by EU’s Cooperation 
with Third Countries in the Area of Border Management

Under the concept of integrated border management, great emphasis is attributed 
to cooperation with TCs. In the aftermath of the Lampedusa tragedy of 3 October 
2013, where more than 350 persons died close to the Italian island, the EU set up 
the Mediterranean Task Force in order to boost a strategy for facing the migratory 

23 In the context of law, a chilling effect is the inhibition or discouragement of the legitimate exer-
cise of a constitutional right because of the fear of potential or threatened prosecution or sanction 
(Wallace and Wild 2010).
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phenomenon (European Commission 2013a). As one can read in the latter report, 
cooperation with TCs is of crucial importance.

In order to more effectively combat unauthorised migration and cross-border 
crime, Frontex cooperates with TCs on the basis of working arrangements, on infor-
mation exchange, risk analysis, training, research and development, joint operations 
and pilot projects (Article 13, Regulation No 1168/2011 2011). Currently, 18 work-
ing arrangements have been signed with TCs’ authorities.24 Namely, cooperation 
with TCs in migration and surveillance raises many concerns because of the poor 
safeguards for democratic standards and human rights.

This section will assess how border surveillance carried out with drones can 
challenge fundamental rights of migrants, with special reference to the cooperation 
of European and TCs’ border surveillance agencies.

First, it is questionable that border surveillance, as defined in the SBC, can in-
clude the situation of surveillance behind the external border as it is envisaged by 
the development of the CPIP with EUROSUR: Hence, there seems to be a gap 
between law and policy objectives. The extraterritorialisation of surveillance also 
entails surveillance of territorial waters of TCs: this is a sensitive issue as it touches 
upon the territorial sovereignty of those states. States increasingly turn to border 
surveillance in order to deter new departures of migrants from North African coasts 
and to identify, intercept and send back the boats before they reach European territo-
ry (Carling and Hernández-Carretero 2011). Aware of the limits that the Hirsi judg-
ment has placed on their extraterritorial action, European states increasingly seek 
the cooperation of North African countries. This raises concerns as many North 
African states do not sufficiently protect fundamental rights, and as long as the 
people, mainly refugees, find themselves on their territory, neither member states 
nor Frontex can prevent the violation of their rights.

Studies indicate how precarious political rights are in those states (Freedom 
House 2013). Therefore, there are serious concerns that the fundamental rights are 
not sufficiently protected in these countries or are even breached in larger scale. 
Moreover, neither the European Convention nor the EU Charter and the DPD are 
legally binding outside Europe as long as a non-EU state’s authority has full and 
effective control over a person.

An investigation on cross-border crime needs to cover all aspects of the organ-
isational network, involving the countries of both origin and destination. States con-
tracting the ECHR have the obligation to cooperate effectively with other countries 
to investigate events of cross-border trafficking, even if that event happens outside 
their territory (Case of Rantsev v. Cyprus and Russia 2010). However, the same 
cannot be said for countries which are not contracting the ECHR. European states 
have the obligation to protect individuals against slavery and inhuman treatment 

24 Among those states, we can name Turkey as a departure country of unauthorised migration 
and cross-border crime in the Mediterranean. Furthermore, Frontex is also planning to expand its 
cooperation with other North African countries (such as Libya, Morocco, Egypt, Tunisia as well as 
Mauritania and Senegal), which have been involved in the Hera operation on the basis of bilateral 
agreements with Spain (Frontex 2014c).
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like human trafficking, according to Article 4 of the ECHR. Although there are not 
sufficient protections for human rights in North African countries, Frontex still sees 
them as partners in issues of combating unauthorised migration and cross-border 
crime.

While Frontex does not have any working arrangement with the African countries 
referred to (except Turkey), there is however cooperation on the basis of bilateral 
agreements between the member states and the TCs. Member states can cooperate 
with TCs even without the involvement of the agency (Article 16(3), Regulation 
EC No 562/2006 2006). As to surveillance, member states can incorporate the in-
formation gained from cooperation with TCs into its national situational picture 
in EUROSUR (Article 9(2h), Regulation No 1052/2013 2013) and exchange the 
information with TCs according to Article 20 of this regulation. Aware of the risks 
nested in cooperation with TCs, the Meijers Committee suggested that these bilat-
eral agreements should be disclosed to the EC (Meijers Committee 2012); the final 
text of the EUROSUR Regulation provides an obligation of member states simply 
to just notify any such agreement to the Commission (Article 20(2), Regulation No. 
1052/2013 2013) to ensure that the important provisions of the agreement comply 
with the EUROSUR Regulation. The Regulation does not require the Commission 
to assess compliance with other European and international legal provisions, in-
cluding those on fundamental rights, but can we deem that the Commission is not 
bound to do so by the treaties? From the provisions of Article 20 of the EUROSUR 
Regulation, it is not clear what actually happens when the Commission denies that 
the agreement complies with the provisions of the EUROSUR Regulation or makes 
any recommendation to the member state to change some provisions of the agree-
ment. It can therefore be assumed that the Commission only has political influence 
powers on the agreements between member states and TCs. Will the Commission 
start an enforcement action against a state, for breach of the EU’s fundamental hu-
man rights?

Although these agreements must comply with European and international provi-
sions on human rights (Article 20(3), Regulation No 1052/2013 2013), there is no 
systematic process of examination of whether the agreements really comply with 
those provisions. Furthermore, the secrecy of some agreements is an additional is-
sue; the lack of transparency this entails undermines the principle of democratic 
accountability with the danger of possibly harming migrants’ rights: the Hirsi case 
concerning an agreement between Italy and Libya that was not made public affords 
an example.

For effective cooperation with other countries, it is necessary to exchange im-
portant data on the situation concerned. It is most probable that the information 
collected from border surveillance tools is going to be stored in the EUROSUR 
network. As discussed above (section ‘The Limitations for Drone Surveillance from 
Privacy and Data Protection’), the EUROSUR Regulation handles the exchange of 
data with TCs in Article 20. Article 20(5) indirectly states that personal data can 
be exchanged with TCs. This mainly concerns persons who are not refugees or 
asylum applicants or who are not at risk of being tortured, subjected to inhuman 
and degrading treatment or punishment in that TC. Alongside this, the DPD also 



121

handles the transfer of data to TCs in Article 25 ff. (Directive 95/46/EC 1995). The 
DPD has an extraterritorial reach. The Directive states that “the transfer of personal 
data to a [TC] which does not ensure an adequate level of protection must be pro-
hibited” (Recital 57, Directive 95/46/EC 1995). Personal information exchange via 
EUROSUR also has to comply with those provisions (Article 20(4), Regulation 
No 1052/2013 2013). Nevertheless, the Regulation 1052/2013 establishing EURO-
SUR (EUROSUR Regulation) provides an open-ended list of datasets and agencies 
that can be included in the information network (Hayes and Vermeulen 2012) and 
although the regulation states that exchange of personal information should be lim-
ited to the extent that is absolutely necessary (Article 20(4)), it is nowhere clearly 
defined in what situations this absolute necessity arises. This, combined with the 
unsound legal system of TCs and the sanctions imposed by them for irregularly 
leaving the country, causes serious concerns on the consequences and effects of 
externalising border controls to TCs for fundamental rights of migrants. This poses 
serious risks to persons that may be in need of international protection as their data 
can be freely collected and transmitted without extensive examination of their mi-
gratory and personal status. Moreover, neither the member states nor Frontex can 
effectively control what is happening with that data or for what it is used after the 
data are transmitted to TCs. This can jeopardise fundamental rights of migrants as 
people can be identified on the basis of provided data and thereby face risks of being 
tortured, imprisoned, etc. (Kenk et al. 2013). Drones deployed outside EU borders 
could therefore have considerable impacts on asylum seekers because of threats to 
their lives and human dignity in TCs. These persons, with the help of drones oper-
ating in the pre-frontier area (also including the territory of TCs), can be notified 
and intercepted before they actually reach the high seas without being extensively 
examined regarding their migratory status. This would then infringe the principle of 
non-refoulement and provisions on prohibition of collective expulsion. Moreover, 
even if people are not refugees, drone surveillance would inhibit their right to emi-
grate and, if they are intercepted before they reach Europe, they can be subjected to 
considerable threats of being imprisoned or fined for irregularly leaving the country. 
To sum up, surveillance beyond the external borders of the EU (mainly in the ter-
ritorial waters of TCs) complemented by cooperation with North African TCs is a 
threat to the fundamental rights of migrants, does not guarantee that member states 
will improve their search and rescue capacities, and is not proportionate to the risk 
these people represent to security for the state, whereas these measures do not im-
prove the security of migrants’ lives.

Concluding Observations

This chapter has dealt with border surveillance in the EU, focussing especially on 
its most sensitive field, that is, the Southern European border (i.e. the Mediterra-
nean Sea). After an introduction presenting the problem and the theoretical frame-
work, it has presented the actors involved, at both the single state and the European 
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level, and discussed border surveillance and its latest developments, namely the de-
ployment of drone technology and the construction of a surveillance infrastructure 
connecting member states’ surveillance systems, EUROSUR. In spite of increased 
surveillance, a consequence of the security-oriented approach taken by Europe, sev-
eral critical issues remain: for example, the death toll of migrants in the Mediterra-
nean is still very high, and, second, controversies remain among Southern member 
states on SAR obligations.

Within this framework, the past few years have witnessed research on and invest-
ments in the direction of the deployment of drone technology in border surveillance. 
Frontex has shown interest in drones and participated actively in their development 
through research projects; some states, such as Italy, have already deployed them, 
for example, in the operation Mare Nostrum. At the same time, limitations exist as 
to the cost-effectiveness of this technology, and the American experience should 
also be studied in Europe in order to avoid copying the mistakes too. Alongside this, 
there is little information and transparency on the costs of the deployment of this 
technology and the whole process is technocratic, rather than democratic.

The chapter has shown that the deployment of drones raises several issues: first, 
as a fact in itself and, second, for its impact on border surveillance. Regarding the 
first aspect, the chapter stresses the importance of an adequate aviation legal frame-
work being in place, before the deployment of drones in the civil airspace; the regu-
latory framework should aim at guaranteeing safety in the accommodation of these 
aircraft into the airspace. Alongside this, using drones in border surveillance also 
means moving the borders of Europe outwards, in the direction of TCs; hence, bor-
der surveillance acquires a preventive character and postulates the cooperation of 
TCs. In this perspective, drone technology becomes crucial for triggering a policy 
change, toward the externalisation of border surveillance.

Assessing the impact of surveillance by drones on fundamental rights, the chap-
ter has demonstrated that drones can be very invasive for individuals’ privacy; how-
ever, the EU and the member states are bound to a strict legal framework for data 
protection, which also applies in the context of border surveillance. Though EURO-
SUR’s primary aim is not collecting personal data, it provides for a CPIP to be fed 
with information received by TCs, which is a problematic issue, in light of the level 
of rule of law and protection of rights of migrants in those states. Once the data are 
transmitted to the TCs, there is a risk of function creep that can hardly be controlled 
from Europe. So, even if constrained by fundamental rights, provisions on data pro-
tection, increased surveillance of borders and the possibilities for cooperation with 
TCAs challenge the safeguards provided by the European legislations.

The chapter therefore suggests that, while the deployment of drones for civilian 
purposes, such as border surveillance, seems to be one of the innovations that can-
not be stopped, it is necessary to monitor the effects and the implications of the use 
of drones in many public policies.
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Chapter 7
Death from the Sky: International Legal and 
Practical Issues on the Use of Armed Drones

Mélanie De Groof

Introduction

[T]he present sense of uncertainty as to the applicable legal standards, the rapid develop-
ment and proliferation of drone and robotic technology, and the perceived lack of transpar-
ency and accountability of current policies have the potential of polarizing the international 
community, undermining the rule of law and, ultimately, of destabilizing the international 
security environment as a whole. (Melzer 2013, p. 1)

Early September 2014, the leader of Al-Shabaab was killed in Somalia. According 
to the United States (US) Department of Defense, Ahmed Abdi Godane’s death was 
the result of a “US military targeted airstrike” and “reflects years of painstaking 
work by our intelligence, military and law enforcement professionals” (The White 
House 2014). The Pentagon confirmed that the attack was carried out by Special 
Operations forces using both manned and unmanned launching missiles and preci-
sion bombs on a gathering of Al-Shabaab commanders (International New York 
Times 2014b). Late September 2014, US drones were spotted over Islamic State 
(IS)–controlled territories in Syria and Iraq (International New York Times 2014c; 
Turkish Weekly 2014). Different sources have reported that American fighter jets 
and armed Predator and Reaper drones, flying alongside warplanes from Arab and 
European allies, struck a broad array of IS targets, including IS militants (Interna-
tional New York Times 2014a). These are but two examples of recent extraterrito-
rial drone missile strikes which resulted in the death of individuals.

On an almost weekly basis, the international media makes mention of targeted 
killings of supposed terrorists in, among others, Yemen, Somalia, Pakistan, Iraq, 
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Afghanistan, and the Palestinian territories by drones deployed by distant States.1 
States turn to armed drones because of their free-ranging capacity to eliminate hu-
man targets anywhere on the planet (EUI Seminar 2013). The detailed analysis of 
actual State practice shows that armed drones kill individuals both in situations 
which do and which do not reach the armed conflict threshold. The result is that the 
world has become an open battlefield without borders.

Besides important ethical questions, the diverse uses of armed drones raise nu-
merous legal issues, which to this day remain underexposed. Targeted killing by 
means of armed drones triggers questions in the domain of international law, and 
more specifically in the areas of international humanitarian law, human rights law, 
and the use of force. Analysis of States’ obligations under these different branches 
of international law allows for the conclusion that a State can, under certain circum-
stances, violate its international obligations if it uses armed drones abroad. Hence, 
when a drone strike is in violation of international law, the question of international 
State responsibility also arises.

Therefore, the purpose of this chapter is twofold: First, it aims to clarify whether, 
and under what circumstances, a State is authorized to use armed drones beyond its 
own borders for the sake of killing, by establishing a clear dividing line between 
the legal and illegal use of unmanned combat aerial vehicles (UCAV).2 Second, it 
considers some practical implications and legal consequences of an illegal use of 
armed drones. Actual State practice and doctrinal debate are the red lines across 
this analysis, which departs from some specific case studies. Interviews with—and 
views raised at conferences by—experts, scholars, and policymakers at both the 
national and international level complement this research.3

This chapter first focuses on the different types of drones and their different char-
acteristics (section “Different Types of Drones”). Second, it offers a panorama of the 
different targets of drone strikes (section “Different Targets of Drone Attacks”) and 
the various contexts in which armed drones are used (section “Drone Attacks in Dif-
ferent Contexts”). Third, this chapter analyzes the legality of drone strikes (section 
“The (Il)Legality of the Use of Armed Drones”). The permissibility of drone strikes 
is analyzed in view of international human rights law, international humanitarian 
law, and international law governing the use of force. Thereafter, this chapter exam-
ines if, and under what conditions, States may be held internationally responsible 
for illegal drone strikes (section “Death from the Sky and State Responsibility”). Fi-
nally, this chapter concludes with some recommendations for enhancing the respect 
of international law and promotion of transparency and further accountability in 

1 Among others, on 14 November 2012, the head of the military wing of Hamas was killed by an 
Israeli military drone strike in Gaza City (Vilmer 2013, p. 121; The Telegraph 2012); a US drone 
strike in south Yemen killed at least 30 al-Qaeda suspects on 20 April 2014 (Al Arabiya 2012; 
Le Figaro 2014). On 28 October 2013, the main explosive expert for Al-Shabaab was killed in a 
suspected US drone strike in Somalia ( The Times 2013; Le Monde 2013b). On 24 October 2013, 
a 68-year-old woman was killed in a US drone strike in Pakistan (Amnesty International 2014).
2 This analysis is limited to the most important instruments of international law which delineate 
the legality of the use of armed drones.
3 During most conferences and interviews, the Chatham House Rules applied.
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the field of drone strikes and articulates future challenges both jurists and political 
leaders will have to face (section “Concluding Observations”).

Different Types of Drones

General

A drone or an unmanned aerial vehicle (UAV) is an aircraft with no pilot on board, 
which is either remote controlled or preprogrammed and used in diverse missions. 
Although there exists no universally accepted definition of drones, the following 
elements appear in most descriptions: (a) it is a mobile engine; (b) without a crew on 
board; (c) remotely piloted or guided entirely autonomously through programming; 
(d) equipped with systems to collect information and/or weapon systems; (e) used 
for military or civil purposes.4 A drone forms part of a complex system consisting of 
both an aircraft and a land engine from which individuals can program and control 
the aircraft’s flight mission (Mekdour 2011, p. 15). For example, in Afghanistan and 
Iraq, British and American ground crews launch Reaper and Predator drones from 
the conflict zone itself, but the engines are subsequently manipulated by individuals 
that are based in the Nevada desert (Drone Wars UK web site). The absence of a 
human presence on board allows drones to undertake missions of longer duration 
and/or with higher risks than vehicles with a pilot on board (the UAV web site). 
In principle, the absence of risks to the individual piloting the engine allows for a 
more balanced decision-making process. Another advantage of drones is that they 
are much cheaper than traditional airplanes.

Drones are ranked on the basis of several criteria, such as their speed, their en-
durance, their range, the altitude they can reach, their takeoff mode, and their use. 
While there are many different types of drones, according to their use and mission, 
two broad categories of drones may be distinguished; that is, on the one hand, the 
drones used for civil purposes and, on the other, the drones used for military pur-
poses (Table. 7.1).

Civil Drones

Civil drones are used in order to capture and collect aerial data. Drones provide 
multiple opportunities for civil usage, such as the surveillance of illegal migra-
tion, border traffic, sporting events, and electoral processes; the search for victims 
after natural disasters; inspections in agricultural, industrial, and artistic sectors; the 

4 This definition is inspired by the writings of several authors, among others, Boothby 2012, 
p. 231; Commission spécialisée de terminologie et de néologie du ministère français de la Défense 
2011, p. 1496; Hoppe 2008, p. 45; US Department of Defense 2010.



134 M. De Groof

prevention and evaluation of fires and other disasters; and so forth. (Mekdour 2011, 
p. 11). Civil drones can also be used for commercial purposes (Forbes 2014; The 
Washington Post 2014). Civil drones are being used by both State and non-State 
actors and are increasingly popular as demonstrated, for example, by the recent an-
nouncement of DHL, Amazon, and Google to launch drone delivery services.

Combat Drones

Combat drones or unmanned combat aerial vehicles are used for military engage-
ment purposes and are equipped with weaponry or information-gathering systems 
(CICDE 2012; Nogrix and Bergé-Lavigne 2006). Combat drones may thus be used 
for armed purposes, but this is not necessarily the case. Within the category of com-
bat drones, one may distinguish between those that are armed and those that are not 
armed; the latter are also known as “surveillance and observation drones for military 
purposes” (Nogrix and Bergé-Lavigne 2006). The real-time surveillance of the Tali-
ban, for example, was achieved through the operation of these nonarmed combat 
drones. Contrary to armed drones, to which only a few States would have recourse 
to today, surveillance and observation drones are currently used by many States. 
Moreover, there is indeed clear evidence that the technology of combat drones has 
also fallen into the hands of non-State groups such as Hezbollah or Hamas (France 
24 2012; Aljazeera 2014; The Jerusalem Post 2014; IKV Pax Christi 2011, p. 12). 
The fact that States have lost the monopoly on combat drones is a source of serious 

Table 7.1  Types of drones 
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concern as it entails that over time terrorist and extremist groups will also be able 
to scrutinize developments abroad, or even engage in attacks, without their physical 
presence on foreign territory. This physical absence on the ground will most likely 
make non-State actors harder to catch and lead them to conduct more risky military 
operations than those that require a human presence.

Armed Drones

Armed drones are armed military aircraft that are manipulated at a distance from 
the opponent (Nogrix and M. Bergé-Lavigne 2006; Vilmer 2013, p. 119). Contrary 
to civil drones or military surveillance and observation drones, armed drones are in 
a position to conduct air strikes by delivering missiles, bombs, or other explosives. 
For the remote pilot to obtain all the necessary information for the mission, armed 
drones are also equipped with other specific devices such as multispectral, infrared 
optoelectronic or electromagnetic sensors, video recorders, and a camera (Sartre 
2013, p. 440–441). While the flight can be almost automatic, combat functions—on 
the other hand—require human control in real time (Sartre 2013, p. 440). The fact 
that the combat functions are closely controlled by a human distinguishes the drone 
from those vehicles called “autonomous lethal robots” that are being developed, 
which, once activated, can select and attack targets without further intervention 
on the part of a human operator (Kiergaard 2013; Human Rights Watch 2012; UN 
News Centre 2013). However, as was explained by Patrice Sartre, to date, “technol-
ogy is not yet able to confer upon them [the drones] an autonomous capacity to find 
and recognize the target, and to then judge the opportunity of the shooting, namely 
with regard to the risks of fratricide and collateral damage” (Sartre 2013, p. 441).5

In recent years, there has been a steep increase in the number of attacks by means 
of armed drones. According to the experts, drone strikes have increased sixfold 
under the presidency of Barack Obama, and armed drones have now become an 
essential element in the fight against terrorism led by the Pentagon (Grand 2013; 
Wall Street Journal 2011; Le Monde 2013a; The Bureau of Investigative Journalism 
web site). Experts also agree that the technology of armed drones is equally prolif-
erating exponentially worldwide. Although to date armed drones are used only by a 
few States, between 40 and 76 States are leaning towards developing combat drone 
systems (EUI Seminar 2013).

This chapter focuses on the latter category of drones—armed drones—and aims 
specifically to highlight the legal issues that arise following the choice by a State 
to use an armed unmanned aerial vehicle in an extraterritorial context. Before es-
tablishing the contours of the legal use of armed drones, three observations must be 
made. First, a drone is not a weapon in the strict sense; a drone is first and foremost 
a system of weapon transmission. It is therefore not the system of drones itself that 
poses a threat to the proper and legal application of international human rights law, 

5 [Translation]



136 M. De Groof

international humanitarian law, and the principles of nonuse of force and noninter-
vention under public international law. It is the incorrect use or the abuse of this new 
technology that can generate illegal situations (Grand 2013; EUI Seminar 2013). It 
is therefore important to distinguish between technology on one hand and how this 
technology is used on the other. As J.J. Vilmer rightly stated, “[i]f the drone is today 
the ‘aerial figure of evil’, it is largely due to its use by the CIA in Waziristan, Yemen 
and Somalia” (Vilmer 2013, p. 119; Henrotin 2013, p. 50–52).

Second, when used correctly, armed drones can present certain advantages. 
Among others, they reduce the risk to the military, which is no longer sent to the 
battlefield. Thanks to the advanced technology embedded in the drones (sensor ac-
curacy, long flight range, surveillance capacity, cool and calm shooting, etc.), they 
also allow for—in principle—strikes that are more discriminatory, proportionate, 
and respectful of the precautionary principle than more conventional weapons such 
as aircraft, missiles, helicopters, machine guns, etc. (Vilmer 2013, p. 119; Henrotin 
2013, pp. 50–52). By its nature and assigned characteristics, an armed drone is 
therefore not an illegal weapon system (CAVV 2013, p. 2; Vilmer 2013, p. 119; EUI 
Seminar 2013). Indeed, armed drones are perfectly able to meet the demands of the 
general principles of international humanitarian law, namely necessity, distinction, 
proportionality, precaution, and the prohibition of causing unnecessary suffering 
(Vilmer 2013, p. 351–372).

Third, this observation is linked to the previous two; practice shows that these 
potential advantages of the use of armed drones are not always exploited. Indeed, 
the civilian casualties and human suffering—physical as much as psychological—
caused by drone attacks are precisely the main triggers of a growing reluctance to 
the use of these devices (Human Rights Watch 2009, 2013; Amnesty International 
2013; CNN 2012). According to various sources, between 2500 and 4000 people—
many of them civilians—have been killed by drone attacks conducted by the USA 
in the last decade (The Telegraph 2013; The Huffington Post 2014; The Bureau of 
Investigative Journalism 2014a; Taking Note 2014). However, because of the lack 
of transparency at the political level, it is at this moment in time not possible to state 
with certainty that the number of civilian casualties is massively disproportionate. 
The differences in proportions mentioned by various reports vary from 15 to 90 % 
of victims as being civilians (Vilmer 2013, p. 119; International Human Rights and 
Conflict Resolution Clinic and Global Justice Clinic. 2012).

Different Targets of Drone Attacks

Depending on the target of the drone attack, literature differentiates between “signa-
ture strikes” and “personality strikes,” a distinction that is mainly drawn to indicate 
the different modus operandi of drone strikes carried out by the USA (Columbia 
Law School Human Rights Clinic 2012, p. 8). With personality strikes the firing 
drone targets one specific person, whereas this is not at all the case in signature 
strikes.
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“Personality strikes” or “targeted attacks on a person” target individuals whose 
identity is known with great certainty (Columbia Law School Human Rights Clinic 
2012, p. 8). According to officials of the American government, the person who 
makes the final decision to attack must have a “high degree of certainty” that the 
identified and searched for individual is situated where the drone will strike (Co-
lumbia Law School Human Rights Clinic 2012, p. 8). It is in this way, for example, 
that the USA killed Ahmed Abdi Godane in Somalia (2014) and Al-Qaeda’s number 
two, Abu Yahya al-Libi, in North Waziristan in Pakistan (2012; International New 
York Times 2012; Le Monde 2012). American officials told the New York Times 
that Abu Yahya al-Libi was indeed the target of the attack, which nonetheless took 
the lives of five suspected insurgents (Le Monde 2012).

In contrast, during “signature strikes,” attacks are launched against individu-
als—often together in groups—who, even if their precise identity is unknown, are 
presumed to be linked to a terrorist group following various behavioral patterns 
(travel, place of meeting, social circles and various contacts, transport of weapons, 
etc.) or visible characteristics (gender, age, religious symbols, etc.; CAVV 2013, 
p. 5; Human Rights Watch 2013, p. 86; EUI Seminar 2013). Strikes against indi-
viduals whose signature would be linked to terrorist activity or association consti-
tute a significant proportion of the drone strikes conducted by the USA (Dommage 
civils web site; Wall Street Journal 2011; Columbia Law School Human Rights 
Clinic 2012, p. 9). The legality of signature strikes is very controversial, especially 
because this practice, first, does not require any specific knowledge concerning the 
participation of the targeted individuals in hostilities and would therefore violate the 
presumption of civilian status and, second, does not require the presence of an es-
tablished and imminent threat (Human rights and Civil Rights Groups 2013; Heller 
2013; Amnesty International 2013, p. 18; EUI Seminar 2013). The reluctance of the 
USA to disclose specific information when these strikes occur may be indicative 
of the discomfort of this State with regard to the legality of such a practice which, 
according to some sources, causes—sometimes innocent—casualties that are far 
greater than those caused by personality strikes States (Columbia Law School Hu-
man Rights Clinic 2012, p. 9; Human rights Watch 2013). The practice of signature 
strikes has a tendency to damage the relationship between the State using the drones 
and the State on which the attack is conducted, especially when civilians are af-
fected (Wall Street Jounal 2011). Thus, there have been several instances of high 
tension between Pakistan and the USA as a result of the drone strikes that the USA 
was conducting in Pakistani territory in the context of the fight against terrorism 
(The Guardian 2012; France 24 2013). In Afghanistan, in November 2013, a drone 
attack in Helmand province caused civilian casualties, prompting President Karzai 
to refuse once again to sign a long-term security agreement with Washington as long 
as this shooting continued, despite an apology from the commander of American 
forces and of the North Atlantic Treaty Organization (NATO) in Afghanistan (Inter-
national New York Times 2013).
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Drone Attacks in Different Contexts

Drones have been used in situations of conventional armed conflict for decades. In 
the Vietnam War, for example, drones were sent out by American forces during the 
1960s. Israel was using drones during the armed conflict against Lebanon in the 
1980s. However, their use in these cases was limited to monitoring and observa-
tional purposes. It was only in late 2001, after the 9/11 attacks, that the USA decided 
to arm the drones. A few months later, the first combat mission using armed drones 
took place in Afghanistan (The Nation 2012; IKV Pax Christi 2011). Since then, 
armed drones have been used in several wars, both noninternational (Afghanistan, 
Libya, Mali, Syria, etc.) and international (Afghanistan, Iraq, etc.). To illustrate, 
between 2008 and 2012, the Central Intelligence Agency (CIA) and British crews 
have carried out almost 1200 drone strikes in Afghanistan, Libya, and Iraq (The 
Bureau of Investigative Journalism 2012). The use of drones in armed conflicts is 
not particularly worrying and gives place to the same legal concerns (for example, 
the distinction between combatants and civilians, proportionality and precautions in 
attack, etc.) that arise when other means of warfare are used, including air attacks 
using inhabited systems (Grand 2013).

On the other hand, armed drones also kill individuals that are considered enemies 
without there being any declaration of war, or without there being an armed conflict 
clearly limited both in time and space. The current debate—both in the political and 
in the legal doctrinal arena—focuses mainly on the use of combat drones in such 
situations. According to many experts, it is outside the context of any armed conflict 
that the majority of drone attacks take place and that the vast majority of casualties 
are reported (EUI Seminar 2013). To illustrate, the CIA led, according to the Bureau 
of Investigative Journalism, 392 drone strikes in Pakistan between 2004 and 2014, 
causing the death of 2354–3806 people (including 416–957 civilians) and injuring 
1104–1662 people; between 65 and 77 confirmed drone attacks in Yemen from 2002 
to 2014, killing 339–494 people (including 64–83 civilians) and injuring between 
92 and 125 people; between 6 and 9 drone attacks in Somalia from 2007 to 2014, 
killing 16–30 people (including 0–1 civilian; The Bureau of Investigative Journal-
ism 2014b). Of interest, there is no armed conflict between any of these States and 
the USA. An important question that arises is on what legal grounds are these drone 
attacks based? Washington is of the opinion that it is the worldwide “war against 
terrorism” that justifies the use of armed drones in these territories. This argument 
is rejected by most experts in the field of public international law, as discussed next.

The (Il)Legality of the Use of Armed Drones

Given the many benefits for the user State, the logic of using drones is overwhelm-
ing and seems to have reached a point of no return (The Bureau of Investigative 
Journalism 2014b). The real challenge today is thus not so much to delegitimize 
the use of drones but rather to regulate their use. Under international law, although 
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armed drones may be used for legal purposes, they are too often used illegally (EUI 
Seminar 2013). As will be explained in greater detail below, in particular in a war 
context, targeted killings involving drones may certainly be justifiable, but many 
drone attacks are carried out in violation of the law regulating the use of force, the 
law of armed conflict, and/or human rights law. It is therefore quite surprising that, 
while the use of drones for targeted killings is often criticized and questioned by the 
media and advocacy groups, it is not, or barely, criticized or condemned by other 
States. For example, not a single Member State of the European Union (EU) has 
officially and openly condemned the armed drone attacks of the USA and the UK 
in foreign States, not even when there was sufficient evidence that it was mostly 
civilians who were killed. As has been argued by Ben Emmerson, United Nations 
(UN) Special Rapporteur on the promotion and protection of human rights and fun-
damental freedoms while countering terrorism, this silence may be interpreted as 
acquiescence (Emmerson 2013). It is therefore important to articulate the limits of 
the use of armed drones and to prevent the materialization of such an overall ac-
ceptance of the unlawful use of force.

When a State makes use or considers making use of combat drones, it must meet its 
obligations under international law. This body of law establishes binding rules regard-
ing the use of force, human rights, and humanitarian law—three separate legal spheres 
of interest in the case of armed drone use (Melzer 2013, p. 21). Where international law 
governing the use of force determines the legality of strikes according to the territo-
rial State, international humanitarian law and human rights law determine the legality 
of the use of drones according to citizens as potential victims of weapons dropped by 
drones (Melzer 2013, p. 21). Thus, when establishing the legal implications of the use 
of drones, these three different sets of norms must be taken into account. The aim of 
this section is to analyze the main international instruments that define the legality of 
using armed drones. In doing so, it reveals some gaps in the legal and political reason-
ing of the USA, the State which now has the largest fleet of combat drones and which, 
often erroneously, bases its drone strikes on the concepts of consent of the territorial 
State, legitimate self-defense, and the war against terrorism (Table 7.2).

It should be noted that the legal analysis below exceeds the strict regime of rights 
and obligations that must be taken into account by State “users” of drone technol-
ogy. Indeed, a well-defined theoretical framework for the legality of targeted attacks 
also allows State “producers” of armed drones (or of its components) including sev-
eral EU Member States—to best respond to import requests from the States using 
these drones. Finally, the legal framework also defines the rights and obligations of 
territorial States that—before agreeing to any possible strikes by third countries—
are obliged to assess the legality of such consent under international law.

International Law on the Use of Force: State Sovereignty and the 
Principles of Nonintervention and Nonuse of Force

The use of armed drones raises questions about the legality under the international 
law governing the use of force and the relations between States. It has sometimes 
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been argued that the most serious objection that one may make to the use of armed 
drones is precisely that it lowers the threshold for the use of force (jus ad bellum) to 
a degree that renders the criterion of last resort inapplicable (Vilmer 2013, p. 126; 
Brunstetter and Braun 2011, p. 346).

Article 2.4 of the Charter of the United Nations sets out the main rule regarding 
the use of force in international relations, where it declares: “All Members shall 
refrain in their international relations from the threat or use of force against the 
territorial integrity or political independence of any state, or in any other manner 
inconsistent with the Purposes of the United Nations.” Do the principles of non-
intervention and nonuse of force articulated in the Charter then limit the right of 
third States to use armed drones in foreign territories? In international law, there 
are several circumstances in which the use of force, including through air strikes, is 
legitimate. This section will briefly analyze (1) the question of whether the consent 
of the government of the State on whose territory the attacks are carried out, could 
render drone strikes legitimate, (2) the concept of self-defence, and (3) the notion of 
authorization of the Security Council of the UN.

Intervention upon Request by the Government The first question that arises 
is whether the State on whose territory the attacks are carried out has expressly 
consented to the drone strikes. In practice, the answer varies from one case to 
another. For example, in September 2012, Yemeni President Mansour Hadi pub-
licly acknowledged to have given consent to deadly strikes perpetrated by American 

Table 7.2  Evaluation of the legality of the use of armed drones. (authors: Mélanie De Groof & 
Emmanuel De Groof) 
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drones on Yemeni territory (PressTV 2012). By contrast, the drone attacks con-
ducted by the USA in Pakistan may have not all been approved by the government 
(The Guardian 2013). The situation differs once more in Somalia, where for many 
years there was no effective government that was even in a position to allow drone 
attacks to be perpetrated on its territory.

If the user State has received approval from the territorial State, the principles 
of nonintervention and nonuse of force are not necessarily violated. Under interna-
tional law, the government of one State may request assistance of other States in or-
der to preserve law and order or to defend its borders against an outside attack.6 For 
both the purposes, it may validly request the presence of foreign military forces on 
its own territory and consent to this third State using force on its territory (Jennings 
and Watts 1992, p. 437; Gray, pp. 84–85). However, such an intervention based on 
the request or on the consent of the territorial State is only allowed in cases where 
several conditions are met.7 First, the government of the State in which the interven-
tion would occur must have given its consent, either prior to any intervention or on 
an ad hoc basis. Second, consent must be given freely and may not be the result of 
pressure or influence exerted by the intervening State. Third, the request must come 
from the legitimate government of the State, which represents the population and 
controls the territory (Kunig 2013, p. 7). These are therefore factual elements that 
must be considered in light of the particular situation, an exercise that is sometimes 
convenient but often difficult. What about the examples of drone attacks in Libya, 
Syria, or Somalia, where the official government has no control over large parts of 
its territory? In sum, under the law governing the use of force, the legality of drone 
attacks in cases where there has been consent varies from case to case. Moreover, 
even if the user State has effectively received valid approval from the territorial 
State, this does not mean that the drone attack is necessarily lawful under public 
international law, because besides the law regulating the use of force, every drone 
attack must also pass the legality test under international humanitarian law—at least 
if it is applicable—and under human rights law, two branches of international law 
discussed below (sections “International Humanitarian Law” and “International 
Human Rights Law”).

On the other hand, when the user State has not received the approval of the ter-
ritorial State, a drone attack will only be legal if the measure meets the requirements 
established, first by the other jus ad bellum rules and second by the jus in bello 
which sets out rules for the conduct of military operations. Moreover, the legality of 
the use of drones will also be conditioned by international human rights law (EUI 

6 See, for example, Security Council Resolution 387, S/RES/387, 31 March 1976 (it is ‘the inher-
ent and lawful right of every State, in the exercise of its sovereignty, to request assistance from 
any other State or group of States’); International Court of Justice, Nicaragua v. United States of 
America, 27 June 1986, § 246 (intervention is ‘allowable at the request of the government of a 
State’); International Court of Justice, Democratic Republic of the Congo v. Uganda, 19 December 
2005, § 42 and 53.
7 International Court of Justice, Nicaragua v. United States of America, 27 June 1986, § 246. See 
also Kunig (2013), “Prohibition of Intervention”, Max Planck Encyclopedia of Public Interna-
tional Law, p. 6.
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Seminar 2013). The next section thus addresses the following question: under what 
circumstances may a drone attack constitute a case of self-defence or may an attack 
be permitted by the Security UN Council (jus ad bellum).

Authorization of the Security Council Under the UN Charter, the authorization of 
the Security Council may also justify intervention in the sphere of sovereignty of 
another State (Chapter VII, Charter of the United Nations). Therefore, depending 
on the terms used in the resolutions of the Security Council, a drone intervention 
may be legitimate. For example, if, following a genocide taking place in State A, 
the Security Council authorizes States B and C to resort to force in order to put an 
end to the genocide, these intervening States may resort to the use of drones to carry 
out this mandate. It is important to underline that the Security Council need not 
explicitly authorize the use of drones because when the Security Council authorizes 
the use of force, the resolutions do not specify the type of weapons that may be used 
(CAVV 2013, p. 4).

Self-Defense Under international law, self-defence is a recognized justification for 
intervention in the sphere of sovereignty of another State (Article 51, Charter of 
the United Nations). Therefore, an armed aggression by a State can justify the use 
of force against this State, including through the use of armed drones, so long as 
this action of self-defense meets the requirements of self-defense. An action in self-
defense is only permitted in situations in which there is an imminent armed attack 
and if it meets the criteria of necessity, proportionality, and immediacy as estab-
lished by customary international law.8 Also, the armed drone attack must be limited 
to rebutting the armed attack, and the action in self-defense is permitted so long as 
the Security Council has not taken the measures necessary to maintain international 
peace and security (Article 51, Charter of the United Nations).

The USA regularly invokes the right of self-defense to justify drone strikes con-
ducted in foreign jurisdictions such as in Pakistan and Yemen. The act of killing 
people through drones, the USA argues, fits perfectly into the context and logic 
of the right to self-defense (EUI Seminar 2013). However, this argument raises a 
number of legal questions, such as (1) may an armed attack be accomplished by a 
terrorist group; (2) is there now a right to self-defense against non-State actors; (3) 
what is the gravity threshold for an armed attack to be classified as aggression; (4) 
what does an “imminent” armed attack mean; and (5) does a right of anticipatory 
self-defense exist? (EUI Seminar 2013) All these questions lie at the core of a doc-
trinal and political debate that is constantly progressing.9 The majority of experts 
and politicians agree that the concepts of “armed attack” and “self-defense” have 
evolved and must continue to evolve in order to address current challenges such as 
the emergence of “private terrorism” (Gery 2012, p. 16). However, there are major 

8 Authoritative case law of the International Court of Justice reaffirms this. See, for example, 
International Court of Justice, Nicaragua v. United States of America, 27 June 1986, § 194 and 
International Court of Justice, Democratic Republic of the Congo v. Uganda, 19 December 2005, 
§ 147. On this topic, see also Gery 2012, p. 14–15; CAVV 2013, p. 4 and Gray 2008, p. 148–156.
9 For an interesting overview and analysis of these questions, see Ruys 2013.
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differences—at the academic, political, and diplomatic level—regarding the precise 
contours of these two concepts, which leaves room for different interpretations. In 
turn, this creates significant uncertainty about the legality of certain drone strikes, 
which must be assessed on a case-by-case basis. The scope of this chapter does 
not allow a thorough analysis of the concepts of self-defense or armed attack. It is 
important to recall, however, that the meaning and scope of the concepts of armed 
aggression and self-defense do not allow for the conclusion that each drone attack 
against terrorists (or suspected as such) is justified under the law governing the 
use of force. For example, it is highly uncertain that the drone attack in Somalia in 
January 2012 killing Bilaal al-Barjawi, the mastermind of the bombing in Kampala 
2 years earlier, would pass the self-defense test. This, the argument that there would 
exist an imminent danger of armed attack by this individual or his terrorist group 
that would allow for an act of legitimate self-defense under Article 51 of the UN 
Charter, is not very tenable.

International Humanitarian Law If there is no agreement by the territorial state, 
both the jus contra bellum and the jus in bello should be fulfilled! This is the law as 
it stands and we should adhere to this! (EUI Seminar 2013)

If the jus ad bellum authorizes drone strikes, the jus in bello may further con-
strain the way in which the attacks were implemented (Van Schaack 2011, p. 281). 
This, of course, depends on whether or not international humanitarian law applies 
to the attacks. The US government often relies on concepts of international humani-
tarian law, such as the notion of “combatant,” to justify the use of armed drones for 
killing purposes (Milanovic 2010). The question that thus arises is whether interna-
tional humanitarian law, also known as the law of armed conflict, broadens or limits 
the right of States to use drones abroad. In some cases, international humanitarian 
law provides a legal basis for strikes perpetrated on foreign territory by a govern-
ment, at least if that government is engaged in an armed conflict. In these cases, it 
does not matter whether such an attack was carried out through an inhabited system 
or not; in both cases, the same legal rules apply. For a targeted attack to be legal, the 
following conditions must all be met: (a) there exists an international or noninter-
national armed conflict; (b) between identified parties to the armed conflict; (c) the 
targeted person is related to a party to the conflict; (d) the targeted person performs 
military duties or is a civilian, but is nonetheless taking part in the hostilities; (e) the 
targeted person is killed in a location that can be described as , or has a substantial 
connection with, the current theater of war; (f) the attack is in conformity with the 
principles of necessity, distinction, proportionality, precaution, and the prohibition 
of causing unnecessary suffering (Scheinin 2013, p. 37; CAVV 2013, p .5).

As stated by the Advisory Committee on Issues of Public International Law 
(CAVV) of the Netherlands, the fact that a target has no opportunity to defend him-
self against a drone does not influence in any way the legality of the attack, as 
international humanitarian law does not require that opponents have equal chances 
on the battlefield (CAVV 2013, pp. 4 and 20). Still, considering the criteria listed 
above, international humanitarian law sets out very strict conditions that must be 
met for a drone attack to be allowed. Practice shows that these cumulative condi-
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tions are often not met in instances of drone attacks. In the following paragraphs, 
this argument is briefly explained.

Existence of an Armed Conflict In the context of armed conflict, the armed forces 
of the parties to the conflict are allowed to conduct drone strikes. By contrast, inter-
national humanitarian law does not justify a drone in a foreign country in situations 
where there is no armed conflict, as this body of law only applies in armed conflict. 
In other words, if an attack using drones was not requested or consented to by the 
territorial government, and if the attack is also not justified under the legal systems 
of self-defense or the authorization of the use of force by the Security Council (see 
section “International Law on the Use of Force: State Sovereignty and the Prin-
ciples of Nonintervention and Nonuse of Force”), it then makes sense to analyze 
whether this attack fits well within the context of an armed conflict.

According to the USA, drone attacks perpetrated abroad—such as those in Ye-
men, Somalia, and Pakistan—are legal to the extent that the USA is involved in a 
new type of armed conflict, namely the worldwide war on terrorism (Emmerson 
2013). To the extent that the conflict does not take place between two States but 
rather between a State and a non-State armed group, Washington believes that its 
drone attacks are perpetrated as part of a “transnational noninternational armed con-
flict” against Al-Qaeda. According to Washington, this gives them the right to target 
any fighter with ties to Al-Qaeda, in any part of the world.10

This argument, which is highly controversial, raises important questions. First, 
can we accept an armed conflict in any place and at any time? Second, who are 
the targets and do they know that they are at war with the USA? Third, can there 
be a conflict between the government of a State and a non-State actor given that 
this actor is abroad, in addition to being dispersed? In summary, the argument of 
the USA—if it is accepted—would require that international humanitarian law be 
entirely revised (Emmerson 2013). Indeed, the American concept of a war against 
terrorism tends to extend the applicability of international humanitarian law to all 
operations against terrorism, regardless of whether the legally required thresholds 
for armed conflict are met (Melzer 2013, p. 20). The following paragraphs develop 
this argument.

The International Criminal Tribunal for the former Yugoslavia (ICTY) in the 
Tadic case (1995) stated that “an armed conflict exists whenever there is resort to 
armed force between States, or protracted armed violence between governmental 
authorities and organized armed groups, or between such groups within a State”.11 
This definition, which is accepted by international practice and doctrine, distin-
guishes between (1) a conflict between States, that is to say an international armed 
conflict, and (2) a conflict within one State, meaning a noninternational armed con-
flict. Indeed, current international humanitarian law only recognizes the existence 

10 Several authors have supported this argument. See, for example, Vilmer (2013), p. 126.
11 International Criminal Tribunal for the former Yugoslavia, Dusco Tadic case, Interlocutory Ap-
peal on Jurisdiction, 2 October 1995, § 70.
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of two types of armed conflict, i.e. international armed conflicts and noninterna-
tional armed conflicts.

The concept of international armed conflict refers to armed hostilities between 
two sovereign States. This concept also includes all cases of partial or total military 
occupation of one State by another (Article 2 common to the four Geneva Con-
ventions (1949)), as well as wars of national liberation (Article 1(4) of Additional 
Protocol I to the Geneva Conventions (1977)). Thus, when a drone attack targets 
a non-State actor abroad, it is difficult to argue that this is within the context of an 
international armed conflict.

The next question is whether the drone attacks on non-State actors abroad are 
covered by the law on noninternational armed conflicts. Noninternational armed 
conflict may exist (1) between governmental authorities and organized groups, or 
(2) between such groups within a State.12 There is a general consensus within both 
international practice and legal doctrine that for armed violence to amount to an 
“armed conflict” and for the application of international humanitarian law to be 
therefore triggered, two essential conditions must be met: (1) the armed violence 
must reach a certain level of intensity; and (2) the groups involved in the conflict 
must attain a certain level of organization.13 The authoritative jurisprudence on the 
matter concludes that “the determination of the intensity of a conflict and the or-
ganisation of the parties are factual matters which need to be decided in light of the 
particular evidence and on a case-by-case basis.”14

It is difficult to establish whether the variety of groups affiliated to or inspired 
by Al-Qaeda—that is, the principal targets of US drone strikes—are sufficiently 
organized. The text of Article 3 common to the four Geneva Conventions (1949), 
which deals with “conflicts not of an international character,”15 does not specify 
the required level of organization of fighting groups for armed clashes to amount to 
“armed conflict.” International practice remains vague as well: The ICTY merely 
refers to “organized groups”; the Inter-American Commission on Human Rights 
(IACHR) stipulates that the armed confrontations must involve “relatively orga-
nized armed forces or groups”; the International Criminal Tribunal for Rwanda 
(ICTR) and the International Committee for the Red Cross (ICRC) refer to armed 

12 Ibid.
13 See among others, International Criminal Tribunal for the former Yugoslavia, Dusco Tadic case, 
Interlocutory Appeal on Jurisdiction, 2 Octobre 1995, § 70; ICTY, Ljibe Boskoski case, Trial Judg-
ment, 10 July 2008, § 177; International Criminal Tribunal for the former Yugoslavia, Fatmir 
Limaj case, Trial Judgement, 30 November 2005, § 84; International Criminal Court, Prosecutor 
v. Thomas Lubanga Dyilo, Trial Judgment, 14 March 2012, § 506. See also Moir (2002), at p. 43 
and ICRC 2008.
14 See, for example, International Criminal Tribunal for the former Yugoslavia, Fatmir Limaj case, 
Trial Judgement, 30 November 2005, § 90; International Criminal Tribunal for Rwanda, George 
Rutaganda case, Trial Judgment, 6 December 1999, § 93; International Criminal Tribunal for the 
former Yugoslavia, Haradinaj, Balaj and Brahimaj case, Trial Judgment, 3 April, 2008, § 63–100.
15 Article 3 common to Geneva Conventions I–IV states: “In the case of armed conflict not of an 
international character occurring in the territory of one of the High Contracting Parties, each Party 
to the conflict shall be bound to apply, as a minimum, the following provisions: (…).”
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forces which are “organized to a greater or lesser degree/extent.”16 Legal scholars 
also reflect haziness when it comes to assessing the organization requirement. Some 
scholars and national judges have questioned the application of Common Article 3 
to conflicts involving unorganized groups (Geiss 2005, p. 491; Cahin 2007, p. 198) 
or have formulated a narrow interpretation of the “organization” requirement and 
argued that parties to the conflict must have a minimum military organization, re-
sponsible command, capacity to fulfil the minimum humanitarian standards, and 
territorial control (ICRC 1998, p. 9). If the assessment of the existence of an internal 
armed conflict depends on the latter interpretation, numerous armed hostilities that 
take place in Pakistan, Yemen, and Somalia would fall below the threshold of Com-
mon Article 3 for many armed factions operating in these territories do not comply 
with these stringent conditions.

The next question to be answered is whether the intensity criterion is met. In-
ternational tribunals, in determining the intensity of a conflict, have taken into ac-
count factors such as the severity of the attacks, the spread of confrontations in a 
territory over a given period, the intensification of arming, etc. In practice, we can 
see that these elements are interpreted in a very strict manner. International tribu-
nals, international and regional organizations, States, and even the ICRC recognize 
that there is an armed conflict only in cases where the legal criteria that define a 
noninternational armed conflict are unquestionably met. To illustrate, it was only in 
July 2012 that the ICRC for the first time labeled the Syrian conflict as a “nonin-
ternational armed conflict” (American Red Cross Blog 2012; BBC 2012; Aljazeera 
2012). Thereafter, the UN and the most important regional organizations soon ac-
cepted the qualification as an armed confict, with all its implications in terms of 
legal rights and duties. Therefore, in light of the current intensity of the fighting in 
Pakistan, or in Yemen, it is uncertain whether the US drone attacks on the territory 
may be considered to take place within the context of an armed conflict (Amnesty 
International 2013, p. 9).

Finally, international law as it stands does not recognize the concept of armed 
conflict unlimited in time and space to which international humanitarian law would 
apply. In contrast, both noninternational and internal armed conflicts are delimitated 
by geographical and temporal boundaries.

In short, the argument that the USA is in a constant and global armed conflict 
with non-State actors abroad is not consistent with international humanitarian law 
in its current form. The meaning and scope of the concepts of both international and 
noninternational armed conflict clearly do not allow for each drone attack against 
suspected terrorists abroad to fall within the scope of international humanitarian 
law.

When a drone attack cannot be justified in this way under the law of war, the 
last question is whether international human rights law can be invoked to legally 
justify drone attacks (see section “International Human Rights Law”). Conversely, 
when a drone attack does take place within the context of an armed conflict, one 
will have to proceed to the analysis of other conditions also listed because, even in 

16 On this topic, see doctoral thesis of the author to be published in 2016.
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times of war, there are rules that govern the conduct of military operations.17 This 
brings us to the important analysis of the jus in bello when assessing the legality of 
drone attacks.

Jus in Bello A drone attack, even if it falls within the context of an armed conflict, 
is only legal if the rules governing the conduct of hostilities are complied with. This 
section is limited to pointing out some fundamental principles which—based on 
the information included in the reports and the press regarding drone strikes—are 
regularly violated by States that make use of armed drones.

First, the principle of distinction requires every drone pilot to distinguish be-
tween civilians and combatants. Civilians cannot be targeted by drone attacks, ex-
cept when participating in hostilities and then only for the duration of this participa-
tion (Henckaerts and Doswald-Beck 2005, pp. 2–8 and 3743; Fleck 2008, p. 614). 
The second fundamental principle of international humanitarian law prohibits the 
means and methods of warfare that cause unnecessary suffering. Unlike, for ex-
ample, cluster bombs and chemical weapons, the use of drones is not a priori prob-
lematic in this regard. Inherently related to the second principle is the principle of 
necessity and proportionality.18 According to the former, acts of war must be guided 
by the requirements of military necessity and the obligation to minimize the extent 
of the use of force. The principle of proportionality imposes a comparative assess-
ment of the military benefits and the expected harm (Henckaerts and Doswald-Beck 
2005, Rule 14). Finally, the precautionary principle requires that "[i]n the conduct 
of military operations, constant care shall be taken to spare the civilian population, 
civilians, and civilian objects" (Article 57 of Additional Protocol I to the Geneva 
Conventions (1977); Henckaerts and Doswald-Beck 2005, Rule 15).

In light of these principles, it can be concluded that air strikes by means of drones 
are regularly—and especially in the case of “signature strikes” and when civilians 
are killed—being carried out in flagrant violation of international humanitarian law.

International Human Rights Law

There is very little space for targeted killing in international human rights law! (EUI Semi-
nar 2013)

Several international and regional treaties recognize the right to life and, con-
sequently, establish that no one shall be deprived of his life “intentionally” or 
“arbitrarily.”19 The International Court of Justice (ICJ) has determined that the pro-

17 In this chapter, only few of these rules will be examined.
18 See, for example, International Court of Justice, Nicaragua v. United States of America, Judg-
ment, 27 June 1986, § 194; International Court of Justice, Democratic Republic of the Congo v. 
Uganda, Judgment, 19 December 2005, § 147; International Court of Justice, Advisory Opinion on 
the Legality of the Threat or Use of Nuclear Weapons, 8 July 1996, § 41–46.
19 See, for example, Article 2(1) of the European Convention on Human Rights (1948) and Article 
4(1) of the American Convention on Human Rights (1969).
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visions of Article 3 common to the four Geneva Conventions, which articulates the 
prohibition of extrajudicial executions of individuals that are not involved in mili-
tary hostilities, are rules which reflect “elementary considerations of humanity.”20 
These elementary considerations of humanity, the Court made clear, are “even 
more exacting in peace than in war.”21 Accordingly, under the protection afforded 
by international human rights and fundamental freedoms, drone attacks are also 
problematic. To what extent may a State conduct drone strikes abroad without this 
constituting a violation of its obligations under this body of fundamental rules? The 
essence of the legal reasoning in the field of human rights is explained in the fol-
lowing paragraphs.

First and foremost, it should be highlighted that the tripartite typology of human 
rights obligations distinguishes between the obligation to respect, protect, and fulfil 
human rights (De Schutter 2010, pp. 264–256). The obligation to respect human 
rights means that States must abstain from destroying human rights and freedoms 
(Gondek 2008, p. 60; Skogly 2006, p. 67). When analyzing the legality of drone 
strikes, it is important to note that this negative duty, not to interfere with rights 
and freedoms, exists both in a State’s own territory and outside the State’s territory. 
The extraterritorial application of human rights treaties thus requires a State to not 
violate civil and political rights abroad, a negative duty that is widely acknowledged 
by both international practice and legal doctrine (Gondek 2008). In an extraterrito-
rial context, two scenarios are possible. First, in cases where a State is in control 
of territory abroad (territorial control), it is responsible for human rights violations 
committed in this territory. For example, as Russia controls a part of the territory of 
Ukraine, the Russian State must respect and ensure respect for fundamental rights 
and freedoms in the region it controls. Furthermore, given that Israel controls the 
Palestinian territories, Israel is compelled to guarantee all human rights in these 
territories. Second, if a State only has control over individuals abroad (personal 
control), the State is required to meet its human rights obligations with regard to 
the people that it controls. Several States have therefore been held responsible for 
having intentionally killed or violated other human rights beyond its borders. A 
perfect example of such an extraterritorial violation is the case of a public official 
belonging to State A, who goes to State B to capture and torture a person for infor-
mation-gathering purposes. In this case, State A is violating the right to liberty and 
security, and the right not to be tortured, of the captured individual.22 In doing so, 
State A incurs international responsibility even if these acts are committed outside 
its own borders. Although there is no international case law to this day relating to 
the application and enforcement of human rights when there are drone attacks, this 
reasoning on extraterritorial human rights obligations equally applies to targeted 

20 International Court of Justice, Nicaragua v. United States of America, Judgment, 27 June 1986, 
§ 215.
21 International Court of Justice, United Kingdom of Great Britain and Northern Ireland v. Alba-
nia, Judgment, 9 April 1949, § 22. See also N. Melzer (2013), p. 19.
22 See, for example, European Court of Human Rights, Öcalan v. Turkey, Preliminary Objections 
and Merits, Judgment, 12 May 2005.
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drone killings by one State in the territory of another State. By controlling a drone, 
an agent of the State is exercising personal control over his target—it can even kill 
that person—and is therefore in principle (see below) obligated to respect the right 
to life and all other rights of the individual abroad.

Second, one must keep in mind that international human rights law applies at all 
times and therefore also in situations of armed conflict. Therefore, when there is an 
armed conflict (which allows a State to take measures derogating from its human 
rights obligations if the situation requires so and only for a given period of time), 
the legality of the use of drones for targeted attacks is still governed by international 
humanitarian law and international human rights law (Melzer 2013, p. 4; Amnesty 
International 2013, p. 8). In summary, even when accepting the argument for a 
“global war against terrorism,” drone strikes must be conducted in respect of human 
rights law in order to be legal (Melzer 2013, p. 4; Amnesty International 2013, p. 8).

Third, outside the context of an armed conflict, targeted killings are in principle 
prohibited (CAVV 2013, p. 6). The use of armed drones for killing will only be 
permitted in exceptional circumstances and under strict conditions (CAVV 2013, 
p. 6). First, in times of public emergency threatening the security and independence 
of a State, the State may take measures derogating from its human rights obligations 
if the situation requires so and only for a given period of time. Second, the loss of 
lives may be permitted within the context of individual self-defense. Third, the loss 
of human lives may be permitted when there is an established imminent threat to 
the life of other individuals (Scheinin 2013, p. 37; CAVV 2013, p. 6). In all three 
cases, the use of lethal force is only allowed as a last resort and this force must 
be both necessary and proportionate. In summary, as indicated by the CAVV, “[t]
he deployment of an armed drone in a law enforcement situation will hardly ever 
constitute a legal use of force. The principle of proportionality as it applies within 
international human rights law is considerably stricter than under IHL [international 
humanitarian law], particularly to prevent innocent people falling victim to such 
attacks” (CAVV 2013, p. 6).

In daily practice, drone attacks are regularly carried out outside the context of 
war and of public emergency as defined above. Indeed, drone attacks often strike 
people who are not involved in military hostilities or who do not constitute a real 
threat to the government that either uses or consents to the use of armed drones. As 
mentioned above, according to various sources, drone attacks do not only strike 
fighters or terrorists; quite the contrary, many of the victims of drone attacks appear 
to be civilians. In summary, drone attacks are generally not compatible with human 
rights law in their current form.

Death from the Sky and State Responsibility

State responsibility is a legal regime that arises “whenever a duty established by any 
rule of international law has been breached by act or omission” and is thus a corol-
lary of an international obligation (Jimenez de Arechaga and Tanza 1991, p. 347). 
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As each State has obligations under international human rights law, international 
humanitarian law, and the international law governing the use of force, in principle 
it can be held accountable for violations of its legal obligations under these bodies 
of law. A State is compelled to make reparation for the harmful consequences that 
arise from internationally wrongful conduct for which the State is held internation-
ally responsible. Accordingly, the last issue that will be addressed in this chapter is 
whether States using armed drones can be held accountable.

For State responsibility to arise, two main elements must be fulfilled: the act 
or omission must be attributable to the State and the action or omission must be a 
breach of an international obligation of the State (Article 2 ILC’s Articles on the 
Responsibility of States for Internationally Wrongful Acts 2001).23 When the two 
conditions of attribution and breach are cumulatively fulfilled, one may conclude 
that there exists an internationally wrongful act entailing the international responsi-
bility of that State. The second element, that of a breach, was extensively analyzed 
in the above sections discussing the substantive obligations of States using armed 
drones. As for the first element, that of attribution, a State can be responsible only 
if a certain conduct can be ascribed to the State. With regard to targeted killings by 
means of armed drones, the attribution criterion does not, in principle, raise prob-
lems. This is because when States make use of armed drones, they will always call 
on State agents or State organs, often military personnel, to pilot the engine and con-
trol its combat functions. The general rule is that the conduct of organs of the State, 
or of others who have acted under the direction, instigation, or control of those 
organs, that is, as agents of the State, is attributable to the State at the international 
level (Articles 4, 5, 6, and 8 ILC’s Articles on the Responsibility of Internationally 
Wrongful Acts 2001).

Different types of behavior can give rise to international responsibility. Inter-
national law prohibits a State, through its organs or agents, to itself commit the 
wrongful conduct. As such, it is forbidden for a State to give the order to strike, even 
abroad, if these drone strikes will most likely breach international law standards. 
International law also prohibits the facilitation, contribution, or support to inter-
national wrongful conduct. If a State knowingly aids or assists the government of 
another State in the commission of illegal acts, it may be internationally responsible 
as well. This is explicitly acknowledged by Article 16 of the ILC’s Articles on State 
responsibility.24 Thus, when a State makes available (components of) armed drones 
at the request of another State, knowing that these aerial vehicles may be deployed 
for the commission of international law violations (extrajudicial killings, armed at-
tack, etc.), it may be held accountable.

23 Article 2 is a positive reflection of pre-existing customary rules. See among others International 
Court of Justice, United States of America v. Iran, Judgment, 24 May 1980, § 56.
24 Article 16 ILC’s Articles only concerns relations between States and is not applicable inasmuch 
as the aid or assistance concerns entities that have no international status. See, for example, In-
ternational Court of Justice, Bosnia and Herzegovina v. Serbia and Montenegro, Judgment, 26 
February 2007, § 420.
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Concluding Observations

An analysis of State obligations under the international law governing the use of 
force, human rights law, and humanitarian law leads to the conclusion that drone 
attacks are only permitted under very limited circumstances. In other words, the 
current use of armed drones by States is often in violation with international law 
as many drone attacks are carried out in situations that may not be legally justified. 
Thus, although drones may offer many benefits, the way in which several States are 
using this technology to kill people on foreign territory, often difficult to access, 
is reprehensible. That is why some recommendations that could contribute to an 
improved protection of the fundamental values protected by international law can 
be made.

First, it is essential for the EU and other regional and international organizations, 
but also for the individual nation States, to define some common guidelines for le-
gal use of drones, especially when they are used in targeted attacks. Given that the 
use of armed drones must respect both the rights of the individuals and the rights of 
the territorial States, such debates should link on the one hand legal experts on hu-
man rights and humanitarian law and on the other hand specialists of the principles 
relating to the use of armed force (Melzer 2013, pp. 21–22). The EU and the UN 
have shown a growing interest in the question of the legality of drone strikes in 
recent months. In February 2014, for example, the European Parliament adopted a 
resolution on the use of armed drones (European Parliament 2014), and several UN 
special rapporteurs have examined various aspects of this practice and pointed at the 
responsibility of the user States (Emmerson Report 2014; Alston Report 2010). It is 
essential that these international actors continue to look into the legal implications 
of drone strikes and condemn any use that violates international law.

Second, States that use armed drones must be made aware of the risks that may 
result from unlawful use of armed drones. Among others, it is most likely that dic-
tatorial States and non-State armed groups will equip themselves not only with the 
drone technology but also with the legal reasoning that current States users base 
themselves on to justify their drone strikes in foreign territory. This is why user 
States need to rethink their arguments, especially the argument brought forward by 
the USA that there exists a legal right to target the enemy anywhere at any time.

Third, in view of the exponential development and use of armed drones, it is 
urgent to promote transparency, the international responsibility of user States, and 
the rule of law (Melzer 2013, p. 4). When a State launches a drone attack, it should a 
posteriori make this attack publicly known and report to the world the justifications 
and legal basis for such an attack. Ideally, an independent international body should 
be assigned for the assessment of the legality of drone attacks. If it turns out that the 
drone strike cannot be justified under international law, the user State should incur 
international responsibility therefore and victims should be compensated.

Fourth, there is an urgent need to determine the real impact and effectiveness of 
drone attacks. How many terrorists were killed? What is the fighter/civilian ratio? 
What is the impact of drone attacks on the territory? To what extent are the target 
populations psychologically scarred after the drone attacks?
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Finally, it is necessary that international law reflects current realities and evolves 
accordingly. To the extent that the use of armed drones is now an official policy of 
States and seems irreversible, there can therefore be no question of prohibiting each 
use of armed drones. Yet, even if this does not serve the direct interests of the user 
States, the latter must respect the most basic rules of international law incorporated 
in the law governing the use of force, human rights law, and humanitarian law and 
abstain from drone strikes when these strikes cannot meet the legality test require-
ments. Otherwise, States are lapsing into arbitrariness, and arbitrariness will never 
serve the cause of international peace, security, or justice.
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Chapter 8
The Predators’ Rule of Terror

Vasja Badalič

Introduction

One of the best-known anecdotes about the renowned military strategist Sun Tzu, 
the author of The Art of War, describes how Ho Lu, King of Wu, once challenged 
Sun Tzu to put his theory of war into practice (Sun Tzu 1971, pp. 57–59). Ho Lu 
wanted to see whether Sun Tzu could transform a group of 180 concubines into a 
well-disciplined military unit. Sun Tzu accepted the challenge. After dividing the 
concubines into two companies, and appointing two concubines as company com-
manders, Sun Tzu explained to the girls the meaning of specific orders that soldiers 
have to follow while marching. But when Sun Tzu gave his first order, the girls just 
burst into fits of laughter. After that first failed attempt, Sun Tzu, convinced that he 
had not been clear enough in explaining his orders, said the responsibility lay with 
the general, in that case himself, and so he re-explained the meaning of the orders 
to the girls. Despite his effort, the concubines again giggled when he gave his or-
ders. Following that second failed attempt, Sun Tzu concluded that his orders had 
been clear, and, therefore, the responsibility for failing to adhere to them lay with 
the company commanders. Consequently, Sun Tzu ordered the beheading of both 
company commanders and replaced the commanders with the next concubines then 
standing at the head of each company. When Sun Tzu again started giving orders, 
the concubines finally obeyed him. Both companies quickly morphed into a disci-
plined, well-trained military unit that adhered to the general’s orders.

Sun Tzu’s method is based on selective executions that serve as a threat to con-
vince a group of individuals—those who are not executed—that it makes no sense 
to challenge the executioner’s authority. In other words, the aim of this approach is 
to use arbitrary decapitations as a means to “educate” or “train” subjected individu-
als and turn them into docile, disciplined individuals who always obey the dominant 
class. Perhaps it was Sun Tzu’s supposed efficiency in establishing disciplined sub-
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jects that prompted some contemporary military strategists to adopt his approach 
as a model for establishing power relations between an invading army and its ene-
mies. Ullman and Wade, for instance, included this Sun Tzu example in their Rapid 
Dominance doctrine, envisaged as the new US military doctrine for the twenty-first 
century (Ullman and Wade 1996). Within the Rapid Dominance doctrine, the Sun 
Tzu example is presented as one of the nine examples of how the US military could 
impose shock and awe on its adversaries. The aim of imposing a sufficient level 
of shock and awe is to achieve the principal goal of the doctrine—that is, to affect 
the will, perception, and understanding of adversaries in order to compel them to 
accept US strategic objectives (Ullman and Wade 1996, pp. xxiv–xxv). In this con-
text, the Sun Tzu method consists of imposing shock and awe on targeted popula-
tions through instant decapitations, through the very selective and utterly ruthless 
application of force on military and civilian targets, with the aim of breaking the 
will of the majority of the people living in the targeted area and convince them that 
resistance to the USA is futile (Ullman and Wade 1996, p 27).

When Ullman and Wade compiled a list of military hardware that could be used 
to impose shock and awe on targeted populations, they included drones. In their 
vision of future wars, drones would be deployed in large numbers for surveillance, 
target selection, and carrying out strikes in order to create their own shock-and-awe 
impact on adversaries (Ullman and Wade 1996, pp. 17). Over the past decade or so, 
that vision has become, in large part, a reality. In 1996, when Ullman and Wade pub-
lished the paper in which they laid out the characteristics of the Rapid Dominance 
doctrine, drone warfare was still in its early stages, but today it is already one of 
the central pillars of the US “war on terror.” Drone warfare has become, according 
to former Central Intelligence Agency (CIA) chief Leon Panetta, the only game in 
town in terms of confronting al-Qaeda (AQ) and its associated forces (Shachtman 
2009). By virtue of their capability to launch “surgically precise” strikes, armed 
drones—the Predator and Reaper drones (Rodgers and Hill 2014, pp. 33–39; Singer 
2009, pp. 33–35)—emerged during the “war on terror” as the weapon of choice 
for imposing a Sun Tzuian shock-and-awe campaign through decapitations of indi-
viduals identified by US counterterrorism officials as “terrorists.” On the one hand, 
the US administration has implemented its drone program in declared theaters of 
war, such as Afghanistan and Iraq, where drone operations are conducted by the 
US Army Special Forces under the command of the US Joint Special Operations 
Command (JSOC) (Scahill 2013). On the other hand, the US administration also 
implemented a secret targeted killings program in undeclared combat zones, for ex-
ample, in some areas in Pakistan, Yemen, and Somalia, where drone strikes are car-
ried out by the CIA, which in some cases hires private military contractors such as 
Blackwater (or Xe Services or Academi) for a variety of tasks, including gathering 
intelligence on possible targets, maintaining and loading the drones’ missiles, and 
even flying the drones (Alston 2010, p. 7; Emmerson 2013, pp. 7–10; Scahill 2013; 
Mayer 2009). In addition, targeted areas expanded to new battlefields in Libya and 
Mali (Emmerson 2013, pp. 9–10; Schmitt and Saraye 2013, p. A4; Whitlock 2013).

Strategic defense documents prepared by the Obama administration indicate that 
drones, along with Special Operations Forces, are set to become one of the key 
military tools for achieving the goals of US military strategy in the twenty-first 
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century (Shaw 2013, pp. 5–7). In January 2012, the US Department of Defense 
released a strategic document entitled Sustaining U.S. Global Leadership: Priori-
ties for 21st Century Defense, in which it articulated a major shift in US military 
strategy, a shift from large ground wars and counterinsurgency operations—such as 
those conducted in Iraq and Afghanistan—to much more limited, selective opera-
tions against “terrorists” and their affiliates (Department of Defense of the United 
States of America 2012, p. 6). In accordance with this reorientation of its military 
policy, the US administration plans to reduce the size of its armed forces designed 
to conduct large-scale “stability” operations and create a more flexible and techno-
logically advanced force (Department of Defense of the United States of America 
2012, p. 6). As it unveiled its strategic document, which serves as a blueprint for 
the development of US forces until 2020, Leon Panetta, the then US Secretary of 
State, said that the US administration plans to protect and in some cases increase 
its investments in, among other things, new technologies such as unmanned sys-
tems (Pilkington 2012). Therefore, although the USA plans to reduce its large-scale 
ground presence in conflict areas, the US unmanned aerial presence, and with it the 
Sun Tzu method, will expand across selected targeted areas.

The aim of this chapter is to provide an analysis of the main characteristics of 
the targeted killings program that has been implemented by the US administration 
through its deployment of armed drones across selected conflict zones.1 The start-
ing point of this chapter is the hypothesis that drones are not merely a new weapon 
to combat “terrorism,” a weapon used solely to eliminate “terrorists,” but, more 
importantly, a tool that enables the US administration to establish power relations 
in which entire civilian populations living in targeted areas are subjected to the US 
rule. In order to test this hypothesis, I will, in a general manner, adopt Jabri’s defini-
tion of two modes of power in contemporary armed conflicts—first, the power to 
kill or the direct use of violence that aims at annihilating the adversary, and sec-
ond, disciplinary power that aims at establishing passive, subordinated communi-
ties (Jabri 2010, p. 55). Drawing on these two intertwined modes of power, both of 
which were adopted by Jabri from Foucault’s analytics of power, I will first focus on 
the power to kill, on the US administration’s decision to endow itself with the right 
to conduct arbitrary killings with drones. In this context, I will, in the first section 
of the chapter, try to show that the power to kill—the power to launch lethal drone 
attacks—is exercised within a system of disciplinary mechanisms, the “means of 
correct training,” which are supposed to ensure “surgically precise” strikes and, 
consequently, a shock-and-awe effect that is supposed to convince the targeted pop-
ulation to submit to US rule. In the second section of the chapter, I will proceed to 
argue that those disciplinary mechanisms cannot guarantee precise strikes. I will 
explain which factors cause drone strikes to be inherently inaccurate and how these 

1 Although other states run similar drone programs (e.g., the UK army conducts drone strikes in 
Afghanistan, the Israeli army uses drones in the Gaza Strip), in this chapter I will focus exclu-
sively on the US drone program. The US drone program is currently the most extensive one and, 
consequently, most of the available literature on drones is about US drones. However, many of the 
points made in this chapter about the US drone program can be generalized and applied to other 
drone programs.
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factors undermine the drones’ disciplinary effect vis-à-vis the targeted population. 
In the third section of the chapter, I will focus on the drones’ constant panoptic sur-
veillance of the civilian population living in targeted areas and on the disciplinary 
power relations being established through this constant surveillance. In the fourth 
and final section of the chapter, I will, drawing in part on Foucault’s account of 
disciplinary power, briefly explain the characteristics of power relations established 
by drones in areas where they operate.

The Power to Kill/“The Right of the Sword”

According to Dillon, the legitimacy of the use of force in armed conflicts depends 
on the specific political regime that at the time of a particular conflict decides which 
use of force is legitimate (Dillon 1998, pp. 543–569). In this context, the primary 
aim of deliberations over the legitimacy of the use of violence is to decide which 
belligerent side (e.g., a national army, a rebel group, etc.) is allowed to legitimately 
use violence in an armed conflict. In the process of making legitimate a specific 
use of violence, the dominant political–military class, the class that has the power 
to proclaim itself as the ultimate arbiter of the legitimacy of the use of violence, 
bestows upon itself the right to the legitimate use of violence. In addition, the domi-
nant class also decides which kind of violence is illegitimate, that is, violence per-
petrated by its enemies, the subordinated class. Thus, the legitimacy of the use of 
violence at any particular moment in history depends on power relations that permit 
the dominant class to grant itself the right to decide whose force is legitimate, and it 
is precisely on the basis of this right that the dominant class grants itself the right to 
use violence, the right that, in the most extreme cases, manifests itself as the power 
to kill. On the other hand, the dominant class refuses to give legitimacy to the use of 
force by the dominated class. The dominant class tries to delegitimize its enemies’ 
use of violence by criminalizing it, by defining it as something barbaric, and at the 
same time it also identifies its enemies as legitimate targets of violence perpetrated 
by the armed forces of the dominant class. To put this differently, it is the dominant 
class that sets up the framework that defines who is allowed to kill and who is al-
lowed to be killed.

In the post-9/11 era, the Bush and Obama administration acted as the supreme 
arbiter with the right to decide on the legitimacy of the use of force in the “war 
on terror”. From their perspective, imperial violence, unleashed against “terror” 
groups, is categorized as legitimate violence, while violence perpetrated by “ter-
rorists” is portrayed as illegitimate. This distinction also applies in drone warfare, 
where targeted killings, in which individuals identified by the US administration 
as “terrorists” are being eliminated, are interpreted as legitimate violence. One of 
the key characteristics of targeted killings is the US President’s right to arbitrarily 
decide where and when, and against whom, drone strikes will be carried out. Al-
though in the majority of drone strikes, CIA officials decide when and where to go 
ahead with a strike, the US Commander-in-Chief, the executioner-in-chief, acts as 
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the supreme authority for green-lighting strikes in which, as the New York Times 
reported, CIA officials do not have “near certainty” that there will be zero civilian 
casualties (Becker and Shane 2012, p. A1). Therefore, if there is an opportunity to 
kill an individual allegedly involved in “terrorist” activities, and that individual is, 
at the time of the strike, surrounded by civilians (e.g., his family members, friends, 
etc.), it is the executioner-in-chief who has the authority to make the final decision 
whether to launch the strike or not.

By granting the US President the authority to make the final decision in tar-
geted killings carried out by drones, the US administration introduced into its drone 
policy a new version of what had been defined in classical theory of sovereignty, 
in the seventeenth and eighteenth centuries, as the sovereign’s right to decide on 
life and death, the right of the sovereign to let his subjects live or to put them to 
death (Foucault 2003, pp. 240–241). At the beginning of the twenty-first century, 
that right—the sovereign’s “right of the sword,” as Foucault called it—materialized 
again through the articulation of the US sovereign’s authority to decide who is al-
lowed to live and who has to die in drone strikes. In this contemporary articulation 
of the sovereign’s “right of the sword,” the highest representative of the US execu-
tive branch became the supreme authority that decides which individuals surveilled 
by drones have to be eliminated and, consequently, which individuals are allowed 
to live. This authority is not limited by national boundaries. In drone warfare, the 
imperial sovereign has been granted the right to authorize drone attacks on citizens 
of both his own country and those of any other country providing safe haven to al-
leged “terrorists” (Scahill 2013).

How are these strikes executed? Which procedures for selecting targets were in-
stituted to enable the executioner-in-chief, or his counterterrorism officials, to make 
the decision when and where to launch a strike? In order to create the illusion that 
drone strikes are precise and effective, the US administration introduced a target se-
lection procedure that, generally speaking, consists of three disciplinary techniques, 
the three “means of correct training,” that is, hierarchical observation, examination, 
and normalizing judgment (Foucault 1995, pp. 170–194). First, in the target selec-
tion procedure, the aim of hierarchical observation is to collect intelligence about 
suspicious individuals who may pose a threat to US interests. To be effective, such 
observation needs to fulfil three requirements: first, it has to be complete, which 
means that it has to form an uninterrupted network of surveillance that covers the 
entire targeted area without omitting any unmonitored spots; second, it has to be 
discreet, which means that those who supervise must not be visible to the surveilled 
population while they perform their duty, and third, it has to be constant, continu-
ous, it has to be performed all the time (Foucault 1995, p. 174). In drone warfare, 
hierarchical observation is carried out through the drones’ video cameras and local 
informers deployed in targeted areas. The drones’ high-tech multiple video cameras, 
including infrared devices that enable drones to produce live video at night, serve 
as a means to conduct constant surveillance of the targeted population. The drones’ 
video cameras penetrate the entire public area below them, they follow the targeted 
individuals’ movements and monitor their daily activities, they collect all informa-
tion that surveillants/executioners could use in identifying “terrorists.” In addition 
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to video surveillance, the monitoring of possible targets is also being carried out 
by local informers stationed in targeted areas. For example, in Pakistan’s Federally 
Administered Tribal Areas (FATA), the CIA runs a paramilitary group of about 3000 
local tribesmen who, besides conducting operations against insurgents, collect intel-
ligence that supposedly helps identify “terrorist” targets. In Pakistan’s tribal areas, 
the US forces also rely on members of the Pakistani Army stationed there (Zenko 
2013, p. 7). As a result, the central panoptic gaze, the drones’ gaze, multiplies on 
the ground into thousands of gazes that monitor the population not from above, but 
from within, from a privileged position among the surveilled subjects.

Second, data gathered through the drones’ video surveillance and on-the-ground 
intelligence operatives enable the implementation of the next disciplinary technique, 
examination, a process in which suspicious individuals selected from the surveilled 
population are evaluated and classified. In the examination process, selected indi-
viduals are turned into “cases” that constitute a “hold,” an object of knowledge, for 
those in power who have the authority to evaluate the information on these selected 
individuals and make decisions on which category they fit into (Foucault 1995, 
pp. 184–194). In the context of drone warfare, those in power, those with access to 
intelligence gathered through hierarchical observation, compare various pieces of 
evidence on suspicious individuals—they scrutinize the individuals’ activities and 
personal connections—in order to figure out which one of them could be identified 
as what in contemporary imperial newspeak is called a “terrorist”. The entire pro-
cess consists of four main stages: identification, vetting, validation, and nomination 
(Shaw and Akhter 2014, p. 226). The decision on who is categorized as a “terrorist” 
is made in what has been described on one occasion as a “bureaucratic ritual” within 
the US national security apparatus (Becker and Shane 2012, p. A1). That ritual takes 
place every week or so when more than 100 members of the US security apparatus 
assemble, by secure video teleconference, to examine suspects’ biographies and 
recommend to the president who should be the next to die (Becker and Shane 2012, 
p. A1). Bureaucrats working in the security apparatus evaluate specific “terrorist” 
threats, they try to figure out which individual could be included in the kill list, and 
by submitting their nominations for “terrorists” to the commander-in-chief they in-
dicate their preferences regarding possible targets.

Third, hierarchical observation and the examination process pave the way for 
the introduction of the next disciplinary technique, normalizing judgment. Gener-
ally speaking, one of the key principles of normalizing judgment is punishing indi-
viduals based on a definition of the limit that separates “normal” from “abnormal” 
behavior (Foucault 1995, p. 183). In defining the distinction between “normal” and 
“abnormal” behavior, “abnormal”/unacceptable behavior is interpreted as behavior 
that does not comply with the interests of the dominant class. And it is this “abnor-
mal” behavior that is then neutralized or removed by the dominant class through 
a system of punishments. In drone warfare, the US administration has defined as 
“abnormal” all insurgent activities conducted against US interests, and punishment 
for such “abnormal” behavior is execution carried out by drones. Under the Obama 
administration, the authority to make the final decision on which individual falls 
into the “abnormal” category—in other words, the final decision on the inclusion 



1638 The Predators’ Rule of Terror

of enemy combatants in the kill list—lies with the commander-in-chief. It is the 
commander-in-chief, who insisted on approving every new name included on the 
ever-expanding kill list, that makes the final decision on who has to be eliminated 
(Becker and Shane 2012, p. A1). The primary kill list, also termed the “disposition 
matrix,” was introduced to amalgamate the separate but, in some cases, overlap-
ping kill lists of the CIA and JSOC into a single, continually evolving database 
that includes the suspects’ biographies, their locations, their known associates, and 
affiliated organizations (Miller 2012). In addition to that, the “disposition matrix” 
also includes various strategies for taking targets down, for example, extradition 
requests, kill-or-capture operations, and drone missions (Miller 2012). It is based 
on this kill list that punishments—targeted killings—for “abnormal” behavior are 
carried out.

At first sight, speaking strictly from a Foucaultian perspective, it is perhaps too 
hasty to claim that targeted killings of alleged “terrorists” establish disciplinary 
power relations. According to Foucault, disciplinary power relations are defined 
as relations where a dominant class governs subjected individuals and not as re-
lations where a dominant class exterminates the subjected individuals (Foucault 
2001, pp. 340–341). If disciplinary power relations are understood as relations in 
which subjected individuals are being governed, then these individuals have to be 
kept alive. But, despite the fact that in drone warfare some subjected individuals 
are exterminated, drones nevertheless establish disciplinary power relations, that 
is, power relations that do not aim at subjecting the targeted individuals but the 
entire population inhabiting the areas where strikes are being conducted. By carry-
ing out targeted killings, the US forces create power relations in which the targeted 
area’s entire population is included against its will. US forces establish themselves 
as the dominant entity in relation to the targeted population, with the aim of force-
fully “educating” the targeted population about the distinction between what the US 
forces define as “normal,” acceptable behavior (docile behavior which complies 
with US interests), and “abnormal,” unacceptable behavior (rebellion against the 
US forces). Thus, targeted killings become a source of terror, a military means to 
inflict shock and awe on the targeted population in order to “normalize” the popu-
lation, to discipline members of the population under the US rule. In other words, 
targeted killings carried out by drones have exactly the same role as executions in 
accordance with the Sun Tzu method.

Random Strikes

The secrecy of the drone program and the limited access of independent researchers 
to areas where drones operate cause many insurmountable obstacles in the pro-
cess of evaluating the exact impact of such strikes on civilians (International Crisis 
Group 2013, pp. 7–11). It is impossible to obtain exact figures on civilian casual-
ties—estimates of the number of civilians killed or injured in drone strikes cited 
by independent nongovernmental organizations (e.g., The Investigative Bureau of 
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Journalism, The New America Foundation) considerably contrast with the numbers 
provided by US administration officials (International Human Rights and Conflict 
Resolution Clinic and Global Justice Clinic 2012, pp. 43–54; International Crisis 
Group 2013, pp. 7–11). However, despite the claims of drone proponents as to 
strikes only being carried out against those combatants who supposedly pose an 
imminent threat to US security, it is evident, based on available reports, that civil-
ians who have never participated in any “terrorist” organization are often among 
the victims of strikes (Amnesty International 2013; Human Rights Clinic 2012; In-
ternational Human Rights and Conflict Resolution Clinic and Global Justice Clinic 
2012). Despite strikes being based on disciplinary mechanisms that should guaran-
tee accuracy in target selection, a critical analysis of the outcomes of strikes reveals 
that “surgical precision” is just an illusion that aims at convincing the general public 
in the USA and other countries that these strikes exclusively target “terrorists.”

Analyses of the outcomes of drone strikes reveal that in many strikes those killed 
or injured were either exclusively civilians or the majority of them were civilians. 
Numerous times drone strikes have targeted different public and privately owned 
areas (e.g., a bazar, a road, a cemetery, a house, a field) where civilians were car-
rying out their daily activities at the time of the strikes. In order to gain at least a 
general overview of such strikes, it is worth taking a closer look at some of them. 
Here are some examples. On 30 October 2006, US drones targeted a madrasa, an 
Islamic school, located in the village of Chenagai in Bajaur, a Pashtun tribal area in 
Pakistan. In that attack, which killed 83 people in total, the majority of the victims 
were minor students, some of them as young as 9-years-old, who had never partici-
pated in “terrorist” activities (Ali 2006). On 23 June 2009, the CIA launched a drone 
strike on a funeral procession in the city of Makeen in South Waziristan, a tribal area 
in Pakistan. About 5000 people attended the funeral of Khwaz Wali Mehsud, a mid-
ranking Pakistani Taliban commander, who himself had been killed in a previous 
drone strike. The CIA planned to use Wali Mehsud’s funeral as bait to hook Baitul-
lah Mehsud, then leader of the Pakistani Taliban. The missiles fired at the funeral 
killed up to 83 people. Among those killed, there were as many as 45 civilians, in-
cluding ten children and four tribal leaders (Woods and Lamb 2012). On 31 Decem-
ber 2009, a US drone fired a missile at Karim Khan’s house, located in the village of 
Machikhel in North Waziristan, a tribal area in Pakistan. The drone’s missile leveled 
the house, thus killing Khan’s brother Asif Iqbal, employed as a schoolteacher in a 
nearby village; Khan’s son Zaeenullah, who worked as a guard at the same school as 
his uncle Asif; and Khaliq Dad, a stone mason who worked at the local mosque and 
was staying at Khan’s house as a guest (Benjamin 2012, pp. 109–112). On 21 Feb-
ruary 2010, a US drone struck a car convoy of civilians driving through Oruzghan 
province, Afghanistan. About two dozen people were traveling in three vehicles, 
all of them were civilians—shopkeepers going to a nearby city to buy supplies, 
students going back to school, patients going to the city to seek medical treatment, 
and families with children planning to go visit their relatives. By the US military’s 
count, 15 or 16 civilians were killed in the strike, while local tribal elders claimed 
that 23 civilians had been killed, including two boys, 3-year-old Daoud and 4-year-
old Murtaza (Cloud 2011). On 17 March 2011, drones bombed a jirga, a gathering 
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of tribal elders, organized at a bus depot in Datta Khel village in North Waziristan. 
Evidence gathered through interviews with local witnesses indicated that at least 42 
people were killed in the attack, 38 of them civilians. Only four of the participants 
at the jirga were allegedly members of the Pakistani Taliban (International Human 
Rights and Conflict Resolution Clinic and Global Justice Clinic 2012, pp. 57–62; 
Abbot 2012). On 6 July 2012, a drone strike hit a group of workers from Zowi Sigdi 
village in North Waziristan. The strike killed ten workers who had gathered at a tent 
after a day’s work. A few minutes after the first strike, drones fired another series of 
missiles targeting rescuers who had come to the scene of the attack to help the vic-
tims of the first strike. In total, 18 people, all of them civilians, were killed in both 
attacks, and at least 22 were injured, according to witnesses and relatives of victims 
(Amnesty International 2013, pp. 24–27). On the afternoon of 24 October 2012, a 
US drone circling above Ghundi Kala village in North Waziristan fired two Hellfire 
missiles on 68-year-old Mamana Bibi while she was working on one of her family’s 
fields, collecting ocra to cook that evening. She was killed instantly. At the time of 
the strike, she was with three granddaughters, aged 5–8 years, who had been help-
ing her on the field. Two of them sustained shrapnel injuries (Amnesty International 
2013, pp. 18–23; Devereaux 2013). On 4 June 2013, a drone operated by members 
of the International Security Assistance Force (ISAF) fired two missiles at a hu-
manitarian deminer as he was working with 80 deminers clearing mines at a site in 
Panjwayi District, Kandahar Province, Afghanistan. The deminer, who was work-
ing on the Emirates Mine Clearance Project Afghanistan (EMCPA), died instantly, 
but none of his colleagues present with him at the demining site sustained injuries 
(United Nation Assistance Mission in Afghanistan 2013, p. 41). On 12 December 
2013, a US drone launched its Hellfire missiles on a car convoy on the outskirts of 
the city of Rad’a in Yemen. After the attack, in which at least 12 people were killed 
and at least 15 were injured, it turned out that the convoy was a wedding procession 
that was bringing the bride and her family members to the groom’s hometown (Hu-
man Rights Watch 2014, pp. 1–2).

On the basis of these accounts of drone strikes that targeted public and private 
areas where at the time of the strike civilians were conducting all sorts of mundane 
activities—young students studying at a religious school, a female farmer working 
on a field, a deminer clearing mines at a demining site, a group of people driving 
from their villages to a city, families living in their houses, laborers resting after 
finishing their shift, tribal elders attending a public gathering, mourners attending a 
funeral, and a group of people driving in a car convoy to a wedding—it is clear that, 
in their hunt for “terrorists,” strikes are often imprecise. Among the victims, there 
are civilians of all ages, of both sexes, civilians of different professions who at the 
time of the strikes were carrying out various activities.

From the perspective of the people living in drone-surveilled areas, where they 
can observe firsthand the outcomes of drone warfare, drone strikes appear to be 
random strikes in which anyone can be hit at any time. Due to the strikes’ unpredict-
ability, it is impossible for the civilian population to discern a clear pattern of these 
strikes, a pattern that would help them to adapt their daily activities and movements 
in such a way that they would be able to completely avoid the danger of being hit.
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There are five main reasons that cause imprecise strikes.2 First, imprecise at-
tacks are a consequence of a too broad, flexible definition of what constitutes a 
“terrorist.” Within the drone warfare framework introduced by the Bush and Obama 
administrations, “terrorists” are not only defined as individuals who directly par-
ticipate in hostilities and pose an imminent threat to the USA but also as individu-
als who behave as if they are members of some “terrorist” organization. Within 
this flexible framework, “terrorists” are broadly defined as individuals that “bear 
the characteristics of al-Qaeda or Taliban leaders on the run” (Schmitt and Sanger 
2008) or as individuals that act “in a manner consistent with AQ-linked militants” 
(Abbot 2012). Therefore, in the process of identifying a “terrorist” target, it is not 
necessary for US counterterrorism officials to prove that a particular individual is 
actually a combatant engaged in hostilities, but merely that the individual is acting 
as if he were a “terrorist.” In this identification process, US officials try to capture 
the individual’s behavioral pattern, his “pattern of life,” which supposedly discloses 
whether the individual is a “terrorist” or not. US counterterrorism officials try to 
analyze the suspected individual’s social environment by assessing the locations 
frequented by the individual and by evaluating his relationships with other people 
(Shaw and Akhter 2014, p. 227). And what exactly does it mean—for the US ad-
ministration—to act as a “terrorist”? In their quest of characteristics indicating who 
could be identified as a “terrorist,” US officials went so far as providing a definition 
in which “terrorists” are defined as all military-age males in a strike zone (Becker 
and Shane 2012, p. A1). According to this definition, all military-age men, all males 
between the age of 20 and 40 (McKelvey 2012), who find themselves at the site 
of a drone strike that targeted an alleged “terrorist” are automatically identified as 
“terrorists.” The disturbing logic behind such definition is that all military-age men 
killed or wounded in a drone attack are confirmed as “terrorists” just because at the 
wrong time they found themselves at the wrong place, in the vicinity of at least one 
alleged “terrorist.” Being at the site of a drone strike, without actually participating 
in any hostility, already confirms the “pattern of life” of a “terrorist.” US counterter-
rorism officials support such definition by arguing that “people in an area of known 
terrorist activity, or found with a top Qaeda operative, are probably up to no good” 
(Becker and Shane 2012, p. A1). This kind of logic does not take into consideration 
that innocent civilians may find themselves in the vicinity of insurgents against their 
will or that civilians may come across insurgents while carrying out their everyday 
tasks (e.g., local tribal elders negotiating with insurgents, shopkeepers selling some-
thing to insurgents, journalists interviewing insurgents). In addition to identifying 
all military-age individuals in a strike zone as “terrorists,” the US administration 
also expanded its definition of a “terrorist” by including in it drug lords who have 
supposedly supported members of the Taliban movement by contributing money to 

2 Due to the covert nature of the drone program and the incessant attempts by US authorities to 
prevent any kind of independent evaluation of the program, it is very difficult to critically examine 
its characteristics. However, by delving into a number of studies and newspaper articles that in 
recent years have disclosed specific aspects of the program, it is possible to provide a detailed, 
genuine picture of the program’s main flaws.
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their cause. A report by the US Senate Foreign Relations Committee disclosed that 
the “joint integrated prioritized target list”—the kill list—was expanded to include 
about 50 Afghan drug traffickers who were suspected of helping the Taliban in-
surgency (US Senate Foreign Relations Committee 2009, pp. 15–16; Mayer 2009; 
Risen 2009). Although these individuals did not directly participate in hostilities 
and did not pose an imminent threat to the USA, the US administration nevertheless 
branded them as “terrorists” and placed them on the kill list.

Second, the inaccuracy of drone attacks stems from the fact that current drone 
surveillance technology provides images of low quality. Consequently, drone crews 
are unable to clearly identify suspicious individuals and discern possibly incrimi-
nating objects (e.g., weapons) that they see on their screens. According to Line-
baugh, an ex-US service member who worked on the drone program, the pixelated 
video provided by a drone is not, even in perfect weather conditions, usually clear 
enough to detect someone carrying a weapon (Linebaugh 2013). Due to the low 
quality of the pixelated images, there is much more room for mistakes in the process 
of identifying targets. The identification process relies, to a certain extent, on the 
drone operators’ guesses as regards what the blurred images on the screens actu-
ally depict. As became evident after the abovementioned drone strike carried out in 
Oruzghan Province, Afghanistan, on 21 February 2010, drone operators completely 
misjudged the situation on the ground because they could not clearly identify their 
targets. The results of a US military investigation into the Oruzghan strike revealed 
that the images provided by the drone were not clear enough for the drone operators 
to discern whether the individuals seen on the screens were adult males or women 
and children and whether the grainy objects on the screens were weapons or not. 
Moreover, drone operators could not even figure out how many people were travel-
ing in the targeted convoy (Radio Transmissions and Intercom 2010; Cloud 2011; 
Benjamin 2012, pp. 92–94).

Third, the low quality of images provided by drones paves the way for the third 
factor influencing the precision of the strikes, that is, the drone operators’ biased in-
terpretations of these images. In the process of interpreting ambiguous images, there 
is always a possibility that drone operators will make mistakes when trying to figure 
out whether the images indicate some kind of “terrorist” activity. But, in addition 
to making mistakes, there is also the possibility that drone operators “creatively” 
interpret these images with the aim to deliberately use false interpretations as “evi-
dence” of “terrorist” activity. Drone operators, as Walls and Monahan pointed out, 
may reduce a wide range of data (e.g., unclear images of the movements and activi-
ties of people) to preestablished functional categories (e.g., “terrorist” activity) that 
conform to their needs and biases (Wall and Monahan 2011, p. 240). Such interpre-
tation of images where the goal is not to find out what the images actually represent, 
but rather to satisfy the interpreters’ biases, can distort the reality on the ground in 
ways that may cause fatal consequences. The transcription of the discussion of the 
prestrike planning that took place among the members of the drone crew and other 
military personnel involved in the abovementioned strike on a car convoy of civil-
ians in Oruzghan Province, Afghanistan, provides us with unique insight into the 
process of constructing a web of “creative” interpretations of images, which in that 
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case served as “evidence” for green-lighting the strike (Radio Transmissions and In-
tercom 2010). In the transcription we can notice two distinct ways of distorting the 
reality on the ground. First, the drone operators dismissed or relativized each im-
age indicating that not all individuals in the convoy were military-age men (which 
in their world meant “terrorists”). For example, when images emerged indicating 
that children were present in the convoy, the drone operators either completely dis-
missed them—“I don’t think they have kids out at this hour”—or they relativized 
them by claiming that those were probably teenagers, “something more towards ad-
olescents,” who are just as dangerous as adults—“But like I said, 12–13 years with 
a rifle is just as dangerous” (Radio Transmissions and Intercom 2010). And second, 
many movements that in normal circumstances would have been seen as completely 
unsuspicious movements were consistently interpreted by the drone operators as 
movements indicating some sort of tactical “terrorist” manoeuvre. Here are some 
examples of such interpretations: When a third vehicle joined the two vehicles in 
the convoy under surveillance, the drone’s sensor operator said “That looks like a, 
uh, grouping of forces” (Radio Transmissions and Intercom 2010), suggesting that 
the “terrorists” were grouping in order to launch an ambush on US ground forces 
stationed in that area. When a scuffle erupted between the surveilled individuals, 
the drone operators did not interpret it as just a scuffle but rather as “terrorists” forc-
ing innocent civilians into the vehicle in order to use them as human shields during 
the supposed ambush on US ground forces. When the vehicles on the screen took 
a road that meandered away from the location where the US troops were stationed, 
the drone operators did not interpret that movement as a sign indicating that the 
surveilled vehicles were actually not a Taliban convoy planning to attack US troops. 
The drone operators interpreted that movement as “evidence” indicating that the 
“terrorists” wanted to flank the US forces and attack them from another location. 
It can be concluded that the drone operators in that strike consistently dismissed or 
falsely interpreted all images that could have potentially undermined their prees-
tablished belief that what they saw below them was a convoy of “terrorists.” In that 
strike, the reality on the ground became almost completely irrelevant—what really 
counted in the preparation for the strike were the “creative” interpretations provided 
by drone operators involved in the strike. The decision to launch the strike was not 
based on what the images on the screen actually represented but rather on what the 
drone operators claimed they saw in them.

Fourth, another factor that causes imprecise strikes is faulty intelligence pro-
vided by local informants who serve the US forces as confirming witnesses for 
selecting individuals for targeting (Mayer 2009; Alston 2009, pp. 10–12; Alston 
2010, p. 25). In Afghanistan and Pakistan, US officials identified three reasons why 
local informants deliberately provide false information: first, the US military some-
times worked with local tribal chiefs who often falsely identified their own enemies 
(e.g., their adversaries in local tribal feuds) as members of al-Qaeda or the Taliban, 
because they wanted to take advantage of the US forces’ firepower to eliminate 
these enemies; second, informants sometimes provided false information because, 
despite not knowing the insurgents’ whereabouts, they wanted to curry favor with 
their US paymasters, they wanted to convince their paymasters that they possessed 
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valuable information about insurgents; and third, informants in some cases made 
“intelligence” up because they simply wanted to earn some money (Mayer 2009)—
in Pakistan’s tribal areas, for example, informants get paid US$100 for providing 
information about insurgents and the locations of their training camps (Benjamin 
2012, p. 117).

Fifth, the strikes’ imprecision is also a consequence of the tactics applied during 
the execution of the strikes. There are two types of strikes—“signature” strikes and 
“double tap” strikes—which considerably increase the possibility of hitting civil-
ians. On the basis of the US administration’s flexible definition of a “terrorist,” “sig-
nature” strikes, also termed “crowd killings,” target groups of anonymous people 
who, in the view of US counterterrorism officials, behave in a manner consistent 
with that of a “terrorist.” In contrast to “personality” strikes, in which the precise 
identity of the targeted individual is known, “signature” strikes aim at unidentified 
individuals who bear certain “signatures,” or characteristics that the US adminis-
tration believes are associated with “terrorist” activities. Introduced by the Bush 
administration in 2008 and later adopted and expanded by the Obama administra-
tion, “signature” strikes target all individuals who have the “pattern of life” of a 
“terrorist,” which usually means all military-age men who find themselves in the 
vicinity of an alleged “terrorist” (Zenko 2013, p. 12; Human Rights Clinic 2012, 
p. 8; Entous et al. 2012). The problem with this type of strike is that the vague 
definition of a “terrorist” increases the danger of killing and injuring innocent civil-
ians, as happened in the abovementioned “crowd killing” carried out on 17 March 
2011 in North Waziristan, which killed 38 civilians, most of them pro-government 
tribal elders and members of the local police force, and only four alleged Pakistani 
Taliban fighters (Abbot 2012). On the other hand, “double tap” attacks consist of 
a sequence of two drone strikes in which the second strike hits, after a short period 
of time, the site of the first strike, thus killing or harming rescuers who rush to the 
site of the strike to help the victims of the first strike (International Human Rights 
and Conflict Resolution Clinic and Global Justice Clinic 2012, pp. 74–76; Woods 
and Lamb 2012). The short period of time between the two consecutive strikes—the 
second strike may be launched just some minutes, or half an hour, after the first 
strike—indicates that at least in the second strike members of the drone crew do not 
bother to identify their targets in order to make sure that civilians are not harmed. It 
is impossible in such a short period of time for drone operators to determine wheth-
er the people helping the victims of the first strike are civilians or “terrorists,” which 
means that drone operators do not care who gets hit in the second strike. Thus, it 
is not surprising that, according to reports from the tribal areas in Pakistan, many 
civilians, first responders, who come to the rescue of those injured in the first strike, 
are killed in follow-up strikes (Woods and Lamb 2012; Woods and Yusufzai 2013).

Although these five factors significantly differ from each other (the first one 
refers to the discursive framework defining a “terrorist,” the second one is about 
the drones’ technical capabilities, the third one refers to the drone operators’ biased 
interpretations of images, the fourth one concerns unreliable intelligence, while the 
fifth factor refers to the tactics used while carrying out strikes), we can nevertheless 
put them into two categories. The first category consists of two factors—the flexible 
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definition of a “terrorist” and the low quality of real-time video feed provided by 
drones—which constantly influences the target selection procedure and the execu-
tion of the strikes. In the process of preparing and conducting drone attacks, these 
two factors do not appear sporadically as some sort of isolated, unpredictable in-
stances, but—on the contrary—they are immanently integrated within this process. 
To put this differently, these two factors are systemic factors that are continuously 
present in drone strikes, and, therefore, they continuously influence the execution 
of the strike in a way that may cause civilian casualties. On the other hand, the other 
three factors—“signature” strikes and “double tap” strikes, biased interpretations of 
images, and faulty intelligence—appear sporadically in the process of conducting 
strikes, and, therefore, occasionally cause “mistakes” in the target selection proce-
dure.

Despite the target selection procedure put into place by the US administration 
to identify “terrorists” among the surveilled population and prevent any harm to 
civilians, it is evident that, based on the five abovementioned factors, drone strikes 
are conducted, to a siginificant extent, indiscriminately. And the fact that all those 
involved in the drone program—US policy makers, counterterrorism officials, and 
drone operators—continue to carry out strikes despite being aware of the systemic 
factors causing the inaccuracy of the strikes, shows us that they deliberately conduct 
strikes that, in many cases, they know to be indiscriminate.

This argument about the strikes’ indiscriminate nature goes against the “surgical 
precision” argument advanced by drone proponents, for example, Strawser (Straw-
ser 2010). The main weakness of Strawser’s argument is its reliance on two narrow 
premises, both of which distort the reality of the drone program in a way that con-
ceals some of its characteristics that heavily influence the precision of such strikes. 
First, Strawser’s argument narrowly focuses only on the technical aspect of drone 
warfare, on the drones’ technical capabilities, thus ignoring broader issues of the 
drone program. According to Strawser, the drones’ cutting-edge technology (e.g., 
the drones’ capability to launch missiles in a fire, observe, and update mode, which 
allows the pilot to steer the missile off its trajectory if he notices mid-course that 
the selected target is a civilian) increases the pilot’s ability to discriminate between 
combatants and noncombatants (Strawser 2010, pp. 351–352). The main problem 
with Strawser’s narrow focus on the technical capabilities of the drones is that he 
avoids taking into consideration many other factors of the drone program (e.g., 
the flexible definition of a “terrorist,” faulty intelligence, biased interpretations of 
images, and the periodic launch of “signature” strikes and “double tap” strikes) 
which cause indiscriminate strikes. By dismissing these factors, which have, based 
on available reports, caused many “mistakes” in target selection, Strawser outlines a 
very twisted picture of how drones operate. But, in addition to that, even if we focus 
solely on the technical aspect of drone warfare, there is a crucial factor—the low 
quality of the live video feed provided by the drone—which constantly influences 
the drone operators’ ability as regards noncombatant discrimination. As has been 
explained above, the pixelated images are of such low quality that drone operators 
are unable to clearly identify persons and objects under their surveillance (Line-
baugh 2013; Cloud 2011).
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Second, Strawser’s argument about the precision of drone strikes is built on a 
comparison with the precision of manned aircraft strikes—it is on the basis of such 
comparison that Strawser concludes that drones increase the pilot’s ability to dis-
criminate between civilian and military targets (Strawser 2010, p. 352). But the 
suggestion that drones may be more precise in targeting “terrorists” than traditional 
manned aircraft does not mean that drones cannot launch indiscriminate strikes. 
Even if drones increase the pilot’s ability to both identify a “terrorist” and avoid 
significant “collateral damage”, as Strawser claims, the drone program in general 
is still so flawed that it leads to a considerable number of indiscriminate attacks. 
If Strawser is right in his comparison of both types of aircraft, drones may cause 
fewer “mistakes” in target selection and less indiscriminate strikes than manned 
aircraft, but this still does not mean that indiscriminate strikes do not happen in 
drone warfare.

By taking into account the five factors causing the inaccuracy of such strikes, 
I argue that the drone program in general is inherently inaccurate. And it is this 
inaccuracy that causes indiscriminate, random strikes and, consequently, intro-
duces a new power regime in drone-surveilled areas. The abovementioned drones’ 
disciplinary power regime, implemented through the application of the “means of 
correct training”, aims at eliminating exclusively “terrorists” in order to compel 
the population in targeted areas to stop supporting “terrorist” networks. The key 
premise of the drones’ disciplinary power regime is that targeted killings of “terror-
ists” can deter potential recruits from joining “terrorist” groups only if exclusively 
“terrorists” are killed in drone strikes. Only accurate strikes can show the targeted 
population that it is better for them not to join or support “terrorists” and their as-
sociates. On the other hand, the application of indiscriminate strikes introduces a 
different power regime, a power regime in which anyone, “terrorist” or civilian, can 
be targeted, which means that such strikes cannot serve as a warning about what can 
happen to those who want to join “terrorist” groups. When anyone can get killed in 
drone strikes, there is no disciplinary effect on the targeted population because the 
strikes do not indicate what kind of behavior is being punished. With indiscriminate 
attacks taking place, it is impossible for the targeted population to discern what kind 
of behavior is being punished, and, therefore, it is impossible for them to discern 
the distinction between “normal” and “abnormal” behavior, between acceptable 
(docile) and unacceptable (rebellious) behavior. Moreover, random strikes do not 
provide any guarantee to members of the surveilled population that they will not 
be targeted in the event they decide not to participate as “terrorists” in hostilities or 
in any manner support a “terror” group. When members of the local population see 
that anyone can be eliminated in a drone strike, they realize that even if they decide 
not to oppose the US forces, they may still become victims of attacks. For civilians 
who decide not to rebel, there is no reward in terms of having guarantees that they 
will be allowed to remain alive.

Indiscriminate drone strikes indicate that the US military is conducting a drone 
war in which it deliberately aims at terrorizing the entire population living in its 
sphere of influence. But although indiscriminate strikes cannot, in a Sun Tzuian 
way, “educate” or discipline the terrorized population, they nevertheless consolidate 
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the position of the dominant entity, the US military, in relation to the subjected enti-
ty, the targeted population. The dominant entity’s ability to conduct, with impunity, 
arbitrary indiscriminate strikes is perhaps the most extreme example indicating the 
radical schism that divides both sides involved in the conflict. The civilian popula-
tion is completely subjected to the whims of the dominant military entity, without 
having the possibility to understand the logic that drives the strikes perpetrated by 
that entity.

Permanent Panoptic Surveillance

As has been explained in the first section of this chapter, the drone’s panoptic gaze 
is a mechanism of surveillance employed in the process of evaluating and select-
ing targets. In that context, the drone’s panoptic gaze serves as a means to collect 
actionable intelligence based on which acts of terror—targeted killings—are being 
carried out. But, as will be explained in this section of the chapter, the panoptic 
gaze is also a mechanism that directly, on its own, inflicts terror, a constant wave of 
shock and awe, on the surveilled population.

Perhaps the best approach to explaining how the drone’s panoptic gaze generates 
terror is by comparing this kind of terror with the effects of power generated within 
panoptic institutions. Such an approach, I think, will show us that the terror inflicted 
by the drones’ panoptic gaze is generated in a similar way as effects of power are 
being produced within the panopticon’s specific distribution of visibility and invis-
ibility. The two key principles of the distribution of visibility and invisibility which 
in panoptic institutions produces effects of power on the surveilled subjects are as 
follows: first, those who exercise power, those who supervise, must never become 
visible to the surveilled subjects, while the surveilled subjects must be visible to 
their supervisors at any moment; second, the surveilled subjects must always be 
able to see a material entity that indicates to them the possibility that those super-
vising them are constantly present (Bentham 1995; Foucault 1995, pp. 200–201). 
Therefore, in order to explain how the drone’s panoptic gaze generates terror in a 
similar way as panoptic institutions generate their power effect, I will show how 
drone terror is generated on the basis of these two key principles of the panoptic 
distribution of visibility and invisibility.

First, if we focus on the supervisors’ constant invisibility and the surveilled sub-
jects’ constant visibility in panoptic apparatuses, we notice that drones perfectly 
emulate the panoptic arrangement in the sense that drone operators are always invis-
ible to the targeted population, while the targeted population is constantly visible to 
the drone operators. In a similar way as Bentham’s architectural apparatus, drones 
establish a specific division of the visible and invisible in which the dominant entity 
is never seen by the surveilled population, while the subordinated, surveilled popu-
lation is permanently visible, always perceptible to their supervisors’ eyes.

Second, in terms of creating the awareness in surveilled individuals that their 
supervisors might be constantly present, drones also dutifully adopted the panop-
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tic arrangement. In Bentham’s panopticon, the awareness of the possibility of the 
supervisors’ constant presence is induced in the surveilled individuals through the 
presence of the central tower, which is positioned in such a way that the surveilled 
individuals, locked in cells situated in the annular building encircling the central 
tower, are able to see the tower but cannot see whether their supervisors are actually 
present in the tower (Bentham 1995). This kind of arrangement, in which the sur-
veilled subjects constantly have the central tower before their eyes but are not able 
to actually see the supervisors supposedly monitoring them from the tower, ensures 
that the supervisors are only indirectly visible, through the central tower’s presence, 
to the surveilled subjects. The position of the central tower makes the presence of 
the supervisors unverifiable by the surveilled subjects—the tower indicates to the 
surveilled population that the supervisors may be present at any time, but at the 
same time it prevents the surveilled subjects from knowing whether the supervisors 
are actually there. In the case of drones, we have a similar arrangement—the only 
difference is that the awareness of the possibility of the supervisors’ constant pres-
ence is induced in the surveilled population not only by the drones’ constant visibil-
ity but also by their sound. On the one hand, members of the surveilled population 
are able to see drones flying above them; they are able to see the small dots in the 
sky that mark the presence of drones. David Rohde, a journalist who saw firsthand 
how drones operate when he spent months in Taliban captivity in the Pakistani tribal 
areas, explained that drones could be seen with the naked eye as dark specks in the 
sky (Rohde 2012). On the other hand, the presence of drones is also made felt by the 
sound they emit. For example, inhabitants of the Pakistani tribal areas confirmed 
that drones can be heard every time they are in the air (International Human Rights 
and Conflict Resolution Clinic and Global Justice Clinic 2012, p. 150). Referring 
to drone presence in South Waziristan, Pakistani journalist Pir Zubair Shah reported 
that the drones’ buzzing was there all the time, especially during the night when it 
was all someone could hear (Shah 2012). Both the drones’ constant visibility and 
the sound they generate create the impression in the surveilled population that the 
drone operators are constantly present, while at the same time they prevent the sur-
veilled population from verifying whether the drone operators are actually spying 
on them. The presence of drones only suggests that drone operators may be moni-
toring a targeted area, but it gives no clues whether the operators are actually doing 
the monitoring. Thus, the drone performs the same function as the panopticon’s 
central tower—the drone serves as an object whose presence ensures that the super-
visors’ presence is indirectly visible and unverifiable by the survellied individuals. 
The surveilled population is allowed to see the object/drone, but it is not allowed to 
know whether the supervisors/drone operators are actually spying on them.

The panoptic apparatus, the specific architectural arrangement that makes pos-
sible, first, the permanent visibility of surveilled subjects and, second, the indirect 
visibility and unverifiability of supervisors, ensures the establishment of disciplin-
ary power relations between both groups involved (Foucault 1995, p. 201). The 
constant visibility of surveilled subjects and the indirect visibility/unverifiability of 
supervisors create a power effect that coerces the surveilled individuals to alter their 
behavior in accordance with the supervisors’ expectations. Because the surveilled 
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subjects know that at any given moment they may be under surveillance, they start 
to behave as the supervising authority expects them to behave. According to Fou-
cault, the disciplinary power regime’s constraining force passes over to the side of 
the surveilled subjects—those who find themselves in the field of visibility assume 
responsibility for the constraints of power, they become the principle of their own 
subjection (Foucault 1995, pp. 202–203). Even if, at some moment, there is no 
supervisor in the central tower, the panoptic apparatus ensures the automatic func-
tioning of disciplinary power relations because the subjected individuals, knowing 
and/or fearing that they are probably constantly spied upon, continue to behave in 
keeping with the supervisors’ instructions.

Drawing on Bentham’s work, Foucault argued that the panopticon can be under-
stood as “a generalizable model of functioning,” as an abstract political technology 
which can be applied in any disciplinary institution striving to create docile subjects 
(Foucault 1995, p. 205). The aim of this kind of political technology has always 
been, from its inception on, to spread such means of control across various institu-
tions, to cover an ever larger surface in order to establish a disciplined, “normal-
ized” society (Foucault 1995, p. 209; Dreyfus and Rabinow 1983, p. 153). In our 
time, drones represent the latest incarnation of this political technology. With the 
advent of drones, the panoptic gaze spread from closed institutions (e.g., prisons, 
schools, army barracks, factories, etc.) into open areas inhabited by targeted popula-
tions. The drones’ panoptic gaze is freed from the limits posed by the architectural 
designs of closed institutions, and, as a result, it does not create a disciplinary power 
effect only on particular groups (e.g., prisoners, students, soldiers, workers, etc.), 
but on entire populations living in the areas under its control.

By adopting Foucault’s interpretation of how panoptic apparatuses create a 
power effect on surveilled subjects, we can understand how drones generate their 
own power effect—their own terror or shock and awe—on the populations kept 
under surveillance. Even if drone operators do not monitor the population continu-
ously, at every single moment, the drones’ mere presence nevertheless constantly 
inflicts terror on the targeted population (Williams 2011). The drones’ presence in-
flicts terror on the population by indicating to the population the possibility that 
drone operators are continuously spying on them, and, consequently, by suggesting 
that a strike may happen at any time. Without ever knowing precisely at which 
moment drone operators are actually monitoring them, members of the surveilled 
population remain permanently caught in this all-encompassing terror-generating 
surveillance. Because it is impossible to determine from the ground who or what 
is being tracked by the drones, the entire population below the drones lives in fear 
(Rohde 2012). Therefore, the mere presence of drones creates the shock-and-awe 
effect that aims at breaking the will of the targeted population in order to turn them 
into docile subjects. Even when drones just circle above the surveilled population, 
without actually launching a strike, they already establish power relations in which 
they terrorize members of the subjected population. In a similar way as panoptic 
institutions aim at establishing effective disciplinary power relations, drones aim at 
creating power relations in which the constraining force of power—the force that 
coerces surveilled individuals into accepting their subjugation and into behaving in 
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keeping with the supervisors’ expectations—passes over to the surveilled subjects. 
In drone-surveilled areas, US forces expect the surveilled population to assume, 
under the constant gaze of the drone operators, the responsibility for the constraints 
of power and discipline themselves in accordance with US interests.

However, the awareness of being permanently subjected to the drone operators’ 
gaze, the executioner’s gaze, inflicts terror on the surveilled population only because 
it is complemented—and this is crucial—by awareness of the constant possibility 
of an arbitrary execution, the constant possibility of death actualized by means of 
random strikes. As Rohde put it, the buzz generated by the drone’s propeller is “a 
constant reminder of imminent death” (Rohde 2012). Without the sporadic random 
strikes, without the periodic use of the “right of the sword,” the mere presence of 
drones could not effectively affect the surveilled population. Without knowing that 
the speck and buzz in the sky, which both indicate the possibility of the drone op-
erators’ presence, are linked to the possibility of an unpredictable use of the “right 
of the sword,” the drones’ panoptic gaze could not create a potent power effect on 
the population. In other words, the power effect created within the drones’ panoptic 
arrangement depends, to a large extent, on the constant threat of the use of the “right 
of the sword” that gives “credibility” to this power regime in general.

The constant presence of drones, combined with the constant threat of imminent 
extermination, causes significant changes in the ways people in targeted areas, in-
surgents and civilians, conduct their everyday activities. According to Rohde, the 
presence of drones in South and North Waziristan changed the way in which insur-
gents carried out their activities. In order to reduce the possibility of being detected 
by the drones’ pervasive gaze, insurgents started to avoid organizing gatherings 
of large groups, they started to conduct training of suicide bombers and roadside 
bomb-makers in smaller groups, while insurgents’ commanders decided to change 
their traveling habits—they started to change their vehicles more frequently and 
moved around with fewer bodyguards (Rohde 2012).

The drones’ terrorizing effect is not limited to insurgents—it encompasses the 
entire civilian population living in targeted areas, it dramatically affects the civilian 
population’s willingness to engage in a wide variety of daily activities. Because 
of the drones’ constant presence in North Waziristan, Pakistan, terrified civilians 
changed the ways in which they conduct some of the most mundane activities. First, 
because of drone strikes on funerals and spaces where mourning families gathered 
to express their condolences to drone victims’ relatives, people started to avoid 
attending funerals. Second, because of strikes targeting schools, some families de-
cided to stop sending their children to school. In some cases, it was not possible 
for children to continue their education because teachers and staff decided to not 
continue their work at schools. Thus, the fear of drone strikes affected the children’s 
right to education. Third, because of drone strikes on social gatherings—for ex-
ample, on jirgas, the Pashtun community-based conflict resolution process—some 
members of the targeted population decided to avoid attending such events. Further-
more, because of strikes on private houses and hujras, drawing rooms where guests 
are entertained, many people are now afraid to gather in large groups in their or their 
friends’ houses. Fourth, because of numerous “double tap” strikes in which rescuers 
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helping victims of the first strike were bombed in follow-up strikes, professional 
health-care workers and bystanders who find themselves in the vicinity of a strike 
are now afraid to assist drone victims immediately after the first strike takes place. 
As people are terrified of follow-up strikes, they either completely avoid locations 
hit by drone missiles or they wait a considerable time before going to the site of 
the strike to help the victims (International Human Rights and Conflict Resolution 
Clinic and Global Justice Clinic 2012, pp. 73–99). In addition to these changes in 
daily life that are a consequence of indiscriminate strikes and the constant presence 
of drones, the drone program also undermined community trust in surveilled ar-
eas. The presence of local informers gathering information on “terrorist” activities, 
information that is then used by the US forces to select targets, increased mistrust 
among the people living in surveilled areas. Locals suspect that their neighbors, oth-
er members of their tribe, and especially outsiders may be working for the USA to 
collect intelligence on potential targets. Thus, in surveilled communities the drone 
program has generated a state of permanent mistrust that hampers the normal func-
tioning and development of these communities (International Human Rights and 
Conflict Resolution Clinic and Global Justice Clinic 2012, pp. 99–101).

The drones’ impacts on the civilian population described here are similar to the 
impacts on civilians reported in other conflict zones, which may point to the conclu-
sion that drones do not represent a new form of terror in the context of war. How-
ever, I argue that it is the drones’ constant presence and, consequently, the constant 
terror they create that represents an “upgrade” in modern warfare, a new mode of 
terrorizing the civilian population. The advent of drones introduced a new era in 
which populations living in conflict zones are constantly subjected to the execu-
tioner’s gaze signaling the possibility of imminent death.3

Conclusion: The “Ideal” Society

The part of the “war on terror” that is being fought with drones is not merely a 
war in which the ultimate goal is to seek out and eliminate, with “surgical preci-
sion”, alleged “terrorists”, but rather a war in which the US military systematically 
aims at subjecting the wider population living in drone-surveilled areas. The goal of 
drone warfare is not solely to decapitate “terrorists,” as pro-drone apologists would 
like to convince us, but rather to establish pervasive power relations in which the 

3 In Pakistan’s tribal areas, it is difficult to evaluate how violence perpetrated by other belligerent 
sides—the insurgents and members of the repressive apparatus of the Pakistani state—affects the 
civilian population. It is true that to a certain extent violence perpetrated by these groups terrorizes 
the local population and forces them to change their behavior. However, based on interviews with 
locals from North Waziristan, it is clear that the drones’ constant presence plays a very significant 
role in producing changes in the way mundane activities are being carried out in targeted areas.
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population living in surveilled areas would be disciplined under the US rule.4 The 
drones constantly affect all people living in surveilled areas, insurgents and inno-
cent civilians alike. All the time, sometimes merely through their presence, drones 
terrorize all members of the population and force them to significantly change their 
way of life.

In the process of establishing an effective power regime in drone-surveilled ar-
eas, the architects of the drone program relied, in large part, on disciplinary power 
techniques. The newly articulated “right of the sword” has been implemented across 
declared and undeclared war zones within a framework that consists of three dis-
ciplinary techniques, the three “means of correct training,” which are supposed to 
guarantee “surgically precise” strikes. And it is these targeted executions that are 
supposed to have a disciplinary effect on the targeted population—these strikes 
try to break the will of the targeted population and force its members to accept US 
domination. Moreover, the drone program also relies on the panoptic distribution of 
visibility and invisibility in order to create disciplinary power effects vis-à-vis the 
surveilled population. If we agree with Foucault’s interpretation of panoptic struc-
tures as places permeated by disciplinary power relations, it is possible to come to 
the conclusion that drone-surveilled areas, where we have a similar panoptic distri-
bution of visibility and invisibility, are dominated by disciplinary power relations.

Despite the similarities between the disciplinary power regime and the drones’ 
power regime, there is also a key difference between them. The power regime in-
troduced by drones is not simply a copy of disciplinary power but, to a certain 
extent, an original invention that differs from disciplinary power. Within the walls 
of panoptic institutions, disciplinary power strives to create an “ideal society”—a 
docile society made up of “normalized” individuals placed within a multilayered 
pyramidal hierarchical system, a docile society in which subjected individuals duti-
fully carry out tasks assigned to them by the dominant class (e.g., workers carrying 
out production work in a factory, soldiers conducting operations in keeping with 
their superiors’ orders, students carrying out tasks under their teachers’ supervi-
sion; Foucault 1995, pp. 135–169). In drone-controlled areas, the “ideal society” 
is also envisioned as a disciplined society of docile individuals, but the drones’ 
“ideal society” does not consist of productive, laboring individuals placed within a 
pyramidal hierarchical structure but rather of a mass of terrified individuals who are 
expected to not conduct, or stop conducting, certain activities—that is, all kinds of 
insurgent activities perceived as a threat by the US administration. This difference 
is crucial—the primary aim of disciplinary power is to create productive individuals 
who will carry out specific tasks in accordance with the dominant class’s interests, 
while the aim of the power regime established by drones is not to create productive 

4 To a certain extent, I argue, drone warfare also aims to discipline, through the display of untram-
meled US power, other populations that do not live under drone surveillance. By displaying their 
capability to launch drone strikes in many declared and undeclared combat zones, the US projects 
its power not only on the drone-surveilled population, but on a global audience. Drone strikes 
serve as a reminder of US power directed at a wider, global audience, as a reminder of what can 
happen to those who oppose US power. Drones not only terrorize populations kept under their 
control, but also serve as a means to instill fear in the public at large.
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individuals but rather passive, frightened, “morally reformed” individuals who will, 
by renouncing attacks on US military or civilian targets, stop posing a threat to US 
strategic interests.

However, in addition to this disciplinary effect on the targeted population, drones 
also produce what at first glance may seem to be a dramatic “side effect”—strikes 
killing or injuring civilians. But, by taking into account the various factors that con-
stantly influence the drones’ target selection procedure, it is clear that the strikes’ 
imprecision is not merely a “side effect” that happens from time to time but rather a 
permanent feature of the drone program. And it is precisely this randomness in the 
strikes’ execution that undermines the drones’ disciplinary structure. When mem-
bers of the surveilled population become aware that anyone can be hit by a missile 
fired from a drone, they consequently realize that it makes no sense for them to sub-
ject themselves to the US military rule of terror because they know that such subjec-
tion will not bring them the gratification of being allowed to live. When members 
of the population realize that subjection to US domination will not guarantee them 
a safer life, they also comprehend that it is not logical for them to not cooperate in 
an armed struggle against this domination. When indiscriminate strikes become the 
norm, the only solution for the subjected population is to do whatever it takes to pre-
vent the launch of such strikes. Therefore, the seeds of armed rebellion are already 
planted by the drone warfare itself.
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Chapter 9
An Analysis of Unmanned Aircraft Systems 
Under Air Law

Pablo Mendes de Leon and Benjamyn Ian Scott

Introduction

The history of unmanned aircraft systems (UAS) is older than that of piloted avia-
tion. However, it was World War II that saw pilotless aircraft being utilised on a 
large scale with the V1 which was a flying bomb that was preprogrammed to crash 
after a determined duration (Degarmo 2004, p. 1–2). As UAS history is well situ-
ated within the military context, it is not surprising that they have predominantly 
been used for military applications. One of the most pertinent examples of a mod-
ern military UAS is the US Predator, which has been used by the US Air Force 
in armed conflicts over the skies of Iraq, Afghanistan, Bosnia, Kosovo and Korea 
(Lazarski 2002, p. 75) and non-conflict areas such as the cases involving Pakistan 
(Amnesty International 2013). The Predator was used by the US Air Force to fly 
missions whereby it captured live video footage of enemy actions and streamed it 
back to the operator, used its on-board weapon systems to destroy enemy targets, 
and aided precession distance weapons by locating targets (Peterson 2006, p. 548). 
In addition to combat roles, UAS have also been used by governments for policing, 
border control with the aim of preventing illegal immigration, search and rescue, 
and remote sensing.

Not only do UAS serve a purely governmental role, they are also used in dual 
governmental and private activities. Within this area, their use is becoming more 
relevant and their application is expanding. This is because UAS are beginning to 
be used to monitor disaster relief actions, such as flooding, forest fires, earthquakes, 
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volcanic eruptions and chemical clouds. In addition, they are also being used for 
safety inspections of infrastructure, such as rail tracks, dams, dykes and power 
grids. The above examples have been utilised by both private entities and govern-
ments, but UAS also have a purely private application; for example, private entities 
are currently developing micro-UAS which may be able to fix gas pipe leaks or 
imitate bees by pollinating plants. Furthermore, they are being used in cartographic 
photography, cinematography and sporting events. Finally, they are also developing 
rapidly within the private non-commercial sector as individuals are partaking in 
amateur building and flying of UAS for recreational purpose.

As a matter of fact, the civil use of UAS is growing, and thus it is becoming more 
pertinent and necessary to regulate this expanding industry. In the world, there are 
currently approximately around 500 UAS manufactures, whereby Europe is hosting 
over 30 % (European Commission 2014b, p. 2). The European Commission (Com-
mission) has predicted that this number will increase and this expansion will have 
the effect of creating up to 150,000 European jobs by 2050 (European Commission 
2014a, p. 4). Within Europe, there have been some legal steps taken to help facili-
tate this developing area, as national authorities have granted around 1000 operating 
licences to operators. The European growth is nowhere more evident than in France 
which currently has the largest market share: in December 2012, the French authori-
ties approved 86 operators. However, with the rapid European growth in this area, 
this number has since risen, as in February 2014, it totalled 431 approved opera-
tors. The Commission has stated in a memo that it is predicted, due to the positive 
growth trend in civil UAS, that within the next 10 years, this industry could amount 
to €15 billion per year which would be equivalent to 10 % of the world’s aviation 
market (European Commission 2014, p. 2).

The emerging civil UAS sector within Europe has a wide application and will 
have a significant impact on jobs, the economy, how business is carried out and the 
aviation industry. Consequently, regulators should consider this in order to ensure 
that the market can develop appropriately and that the market is properly regulated.

There is, however, currently an absence of a clear legal framework governing 
UAS; therefore, steps are being taken by the European Union (EU), national au-
thorities and international organisations, such as the International Civil Aviation 
Organization (ICAO), to address this issue. This work will address the current legal 
situation regarding the regulation of UAS giving particular attention to ICAO and 
the EU. In addition to this, attention will also be given to the regulatory proposals 
coming out of these two entities.

Terminology

Throughout their history, UAS have been referred to under many different names, 
and because of this, it can lead to some confusion and the nuances between the dif-
ferent terms being overlooked.

Probably, the most well-known and frequently used term is ‘drone’ which was 
often officially used by governments in pre-Gulf War times. However, as it is be-
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coming politically unpopular, governmental and non-governmental entities now of-
ten avoid using this term (Peterson 2006, p. 528). The term ‘drone’ is not recognised 
or used, for example, by the US Federal Aviation Administration (FAA). With the 
move away from the term drone, ‘unmanned aerial vehicle’ (UAV) is often popu-
larly used, especially among the media.1 The Chicago Convention (1944; CC44) on 
International Civil Aviation (see below under the section ‘Pilotless Aircraft Under 
the Chicago Convention’) speaks of ‘pilotless aircraft’. The FAA and the National 
Aeronautics and Space Administration (NASA) have also in the past referred to 
them as ‘remotely operated aircraft’ (ROA) (Peterson 2006, p. 528).

There has been a significant terminological shift that has recently occurred 
which has seen the term ‘UAS’ being used. For example, the FAA has moved away 
from ROA and has adopted UAS (US FAA 2014). In addition, the EU, the European 
Aviation Safety Agency (EASA) and ICAO also widely use UAS.2

The above-mentioned terms are often used interchangeably to refer to either just 
the unmanned aircraft or the unmanned aircraft plus the whole system required to 
fly it, such as the communication links, controls and operator. Due to the general 
consensus among the international community, this work will utilise the term ‘UAS’ 
in a way to include both the unmanned aircraft and its system.

Within the scope of UAS, there is a distinction made which needs to be appreci-
ated as it provides a nuanced difference within the term UAS.3 The first distinction 
that is made is called remotely piloted aircraft systems (RPAS). RPAS are UAS 
whereby the vehicle is controlled by a human pilot from a remote location. In its 
(draft) Manual on Remotely Piloted Aircraft Systems, ICAO has defined RPAS as a

remotely-piloted aircraft, its associated remote pilot station(s), the required command and 
control links and any other components as specified in the type design. (ICAO 2012, p. 22)

The second subdivision is called ‘unmanned drones’, and these are UAS that do not 
have a remotely located pilot as they are autonomously controlled. These are said 
to not yet be authorised for use by ICAO or under EU rules (European Commission 
2014b, p. 1); however, this could change with the introduction of new rules.

International Law

The CC44 with its 191 signatory states (per July 2015) provides an overarching and 
underpinning legal framework to international civil aviation and has been referred 
to as the Magna Carta of international aviation. Due to this, it must be examined 
within the scope of UAS as it may contain relevant provisions that affect UAS.

1 The term ‘UAV’ is, however, losing popularity and has been described by some as an ‘obsolete 
term’ (Steer Davies Gleave 2014, p. ii.).
2 See EASA (2009). See also ICAO (2011).
3 See European Commission (2014b).
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Application to International Aviation Only

The CC44 regulates international aviation, that is, the operation of services carried 
out by civil aircraft passing through the airspace of more than one contracting state.4 
Domestic applications of civil aircraft do not fall under the regime set forth by the 
CC44 and its ICAO Annexes. Therefore, civil UAS may fall under the scope of the 
CC44 as long as they satisfy the international criterion.

Within the military context, the international element is often satisfied, as for ex-
ample, Reaper UAS can have a range of 5900 km, a maximum airspeed of 250 knots 
and can ascend to 15,300 m with missions capable of totalling 18 h (The Guardian 
2013), thus providing them with the capacity to conduct cross-border activities. 
However, within the civilian context, the satisfaction of the international criterion 
needed for the invocation of the CC44 is not so apparent as most operations will 
take place within the territory of one state.

The majority of UAS activities in Europe involve small UAS used for civil pur-
poses and these, where regulation is provided, often have to be flown with visual 
line of sight (VLOS).5 Therefore, there is limited exposure to international borders 
for the majority of UAS activities because their range would be markedly limited. 
Nevertheless, the CC44 may still be applicable and should not be disregarded as 
states share land borders, and this may introduce an international element. This 
is even relevant within the context of small UAS in the EU, as most states share 
borders, and this could have significant legal implications for those that border with 
non-EU states, such as Russia, Belarus, Ukraine and Turkey.

The Notion of Aircraft

The CC44 applies to aircraft, and in the Annexes to the CC44, ICAO has produced 
a standard definition of the term ‘aircraft’ which is to mean:

Any machine that can derive support in the atmosphere from the reactions of the air other 
than the reactions of the air against the earth’s surface. (CC44, Annex 2, 6 & 8)

This, therefore, includes any winged or helicopter vehicles capable of achieving 
lift. The majority of UAS utilise winged and helicopter technologies in order to 
fly, so operating in the same manner as manned aircraft. Consequently, it follows 
that these UAS satisfy ICAO’s definition.6 This conclusion is widely accepted, as 
for example, ICAO has adopted this definition within the context of UAS and has 

4 ‘“International air service” means an air service which passes through the air space over the ter-
ritory of more than one state’ (Chicago Convention 1944, Article 96(b)).
5 The UK, for example, necessitates VLOS for small unmanned aircraft. ‘The person in charge of 
a small unmanned aircraft must maintain direct, unaided visual contact with the aircraft sufficient 
to monitor its flight path in relation to other aircraft, persons, vehicles, vessels and structures for 
the purpose of avoiding collisions’ (CAP393 2014, Article 166(3)).
6 It may be possible with the advancement of technology that not all forms of UAS may fall under 
the definition of ‘aircraft’, so caution must be given when categorising these developing vehicles.
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begun to take active steps within its aviation-based competencies to regulate this 
developing activity. Thus, Amendment 43 of ICAO Annex 2 specifically modifies 
the Annex to cover UAS (Amendment 43 2014), of which EASA is currently work-
ing with stakeholders to implement Amendment 43 of Annex 2 into the EU system 
(EASA 2014b). Therefore, the criterion of what determines an aircraft is not de-
pendent on the pilot being situated within the vehicle, so UAS are aircraft for the 
purpose of the CC44.

In addition to traditional UAS, those which operate in the same way as manned 
airplanes and helicopters, ICAO’s definition also provides other kinds of ‘aircraft’, 
such as balloons and gliders, and each of these can have unmanned versions (ICAO 
2011, p. 4). Therefore, the term ‘aircraft’ has a wide scope, and this will have an 
impact on these other UAS technologies as they are also to be considered as aircraft.

Whilst UAS are aircraft as prescribed under the CC44’s Annexes, there is, how-
ever, a restriction to this inclusive definition. ICAO has noted that:

In the broadest sense, the introduction of UAS does not change any existing distinctions 
between model aircraft and aircraft. (ICAO 2011, p. 3)

The term ‘model aircraft’ refers to those aircraft generally recognised as intended 
for only recreational purposes. Therefore, their use determines their label. This dis-
tinction has also been acknowledged by the EU and is shaping the future Regula-
tions within EASA (EASA 2014b, p. 13). Due to this distinction, those aircraft 
categorised as ‘models’, which will constitute a significant portion of the world’s 
UAS, will fall outside the scope of the CC44 and will, therefore, then be subjected 
to different regulatory standards.

An additional category which is made at an EU level is ‘toy aircraft’. These fall 
under the scope of Directive 2009/48/EC (2009) which

shall apply to products designed or intended, whether or not exclusively, for use in play by 
children under 14 years of age. (Directive 2009/48/EC 2009, Article 1)

Some of the toys under this Directive are capable of flight and are thus aircraft. 
There are some legal obligations prescribed as follows:

The Directive aims at protecting the ‘user’ of the toy from any possible hazard (e.g. toxic 
materials), but it does not cover risks for third parties on the ground or in the air. (EASA 
2014b, p. 14)

EASA holds the position that both model and toy aircraft UAS fall under the scope 
of Regulation 923/2012 (2012; Standardised European Rules of the Air, SERA), 
and because of this, SERA has to be aligned with Amendment 43 to ICAO Annex 
2 in order to include UAS (EASA 2014b, pp. 2.4.5.4.3.). Therefore, under EU law, 
both model and toy aircraft UAS will have to obey the ‘common rules of the air’.

Whilst the definition of ‘aircraft’ is prima facie inclusive, the exclusion of model 
and toy aircraft produces a legal patchwork. This may lead to an overlap and con-
tradiction between the rules. For example, an operator may fly a large UAS across 
an international border, thus seemingly bringing it under the scope of the CC44 and 
its Annexes, but if it is for only recreational purposes, it would fall outside the scope 
of ICAO due to definitional purposes. This could lead to legal, safety and security 
concerns if this is not addressed.

AQ3
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Sovereignty

Prior to the twentieth century, international flight was virtually unregulated, and it 
was not until the beginning of the last century that significant attempts were made 
to construct a body of law that matched the advances in technology. Some of the 
earliest debates can be traced back as far as 1902,7 but it was not until 1919 that 
the Aeronautical Commission of the Peace Conference met in Paris to discuss the 
rudimentary elements of air navigation.8 The resulting Paris Convention (1919) 
‘cemented the prevailing customary principle of State sovereignty over air space’ 
(Milde 2008, p. 11). Article 1 of the Paris Convention declares:

The High Contracting Parties recognise that every Power has complete and exclusive sov-
ereignty over the air space above its territory.

The matter was raised again in 1944 when the US invited ally and neutral states to 
discuss international civil aviation in Chicago, between 1 November and 7 Decem-
ber 1944 at the International Civil Aviation Conference. The Conference resulted in 
the CC44. Article 1 of the CC44 reiterated the opening article of the Paris Conven-
tion:

The contracting States recognize that every State has complete and exclusive sovereignty 
over the airspace above its territory.9

Therefore, each state has the ‘unilateral and absolute right…to permit or deny en-
try into its territory and to control all movements therein’ (Petras 2010, p. 9). It is 
clear that civil aircraft have no automatic right to fly over or land in the territory of 
another state. The CC44 Article 3(c) also affirms this principle within the context 
of state aircraft as:

No state aircraft of a contracting State shall fly over the territory of another State or land 
thereon without authorization by special agreement or otherwise, and in accordance with 
the terms thereof. (Chicago Convention 1944, Article 3(c))

The sovereignty principle is also applicable for state aircraft, and because of this, 
UAS and their operators, whether engaged in civil or state activities must respect 
the sovereignty of foreign states according to international law.

Civil Versus State Aircraft

The CC44 makes a distinction between state aircraft and civil aircraft based on the 
use of the aircraft in question. Article 3(a) and (b) of the CC44 declares:

7 See Reinhardt (2007), p. 70.
8 Attendance consisted of most European states, as well as the US, Brazil, Cuba and Japan.
9 The extent of a state’s territory, of which it has sovereignty over, is that declared by Article 2. 
‘For the purposes of this Convention the territory of a State shall be deemed to be the land areas 
and territorial waters adjacent thereto under the sovereignty, suzerainty, protection or mandate of 
such State’ (Chicago Convention 1944, Article 2).
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(a) This Convention shall be applicable only to civil aircraft, and shall not be applicable to 
state aircraft.
(b) Aircraft used in military, customs and police services shall be deemed to be state aircraft.

There is a clear divide at an international level between civil and state aircraft. De-
spite this division, Article 3 does not contain a definition of ‘state aircraft’.10 Rather, 
it lays down a number of services which may be deemed to be those operated by 
state aircraft. Therefore, the term is somewhat ambiguous and this has given states a 
wide freedom to qualify aircraft as state aircraft pursuant to their national legislation 
and international practices.

There is a strong functional approach as the use of the aircraft will mostly deter-
mine its label.11 State practice shows that the examples given by the CC44 are not 
exhaustive as such practice has widened the scope to include:

• Military
• Police functions
• Border control
• Fire fighting
• Search and rescue
• Pollution control
• Landings on navy ships with the purpose of measuring the environment

The operation of state aircraft is subject to national law and international agree-
ments, including, but not limited to, the Geneva Conventions and Protocols,12 
NATO arrangements13 and EUROCONTROL requirements.14

If an aircraft is not used for public services as mentioned in Article 3(b) of the 
CC44, then it is deemed to be a civil aircraft. Aircraft are often deemed to be for 
civil purposes, but not limited to, if they are engaged in:

• Sensing of water (depth; salt or sweet water)
• Registration of small sea animals and plants
• Photography
• Videos for cinema and commercials
• Meteorology
• Surveillance of traffic and pollution (Mendes de Leon 2013)

10 An authoritative definition of ‘state aircraft’ has been provided by EUROCONTROL as follows: 
‘Principle 1: For ATM (Air Traffic Management) purposes and with reference to article 3(b) of 
the Chicago Convention, only aircraft used in military, customs and police services shall qualify 
as State Aircraft. Accordingly: Aircraft on a military register, or identified as such within a civil 
register, shall be considered to be used in military service and hence qualify as State Aircraft; Civil 
registered aircraft used in military, customs and police service shall qualify as State Aircraft; Civil 
registered aircraft used by a State for other than military, customs and police service shall not 
qualify as State Aircraft’ (Eurocontrol 2001).
11 However, attention is also given to the registration of the vehicle.
12 See International Red Cross (2014).
13 See, for instance, NATO’s Standardisation Agreements (STANAG) which are designed to fa-
cilitate the use of military aircraft and to enhance the safe transportation of cargo. STANAG 4441 
encompasses a manual regarding the carriage of military munitions and explosives.
14 See EUROCONTROL (2014).
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Therefore, UAS may be identified as civil or state aircraft as the determining factor 
is the use of the aircraft and not the location of the pilot. UAS are thus not distinct 
from manned aircraft as they will be used for numerous tasks, both civil and state. 
Consequently, depending on the use of the vehicle, different legal regimes may ap-
ply to UAS. The civil use will be the focus of this work.

Within the civil category, there is a subcategory between commercial and non-
commercial aircraft, which in traditional aviation activities has been regulated dif-
ferently.15 It is currently not clear if this distinction will be maintained within the 
context of UAS or even if it is necessary to make such a distinction for UAS.

Pilotless Aircraft Under the Chicago Convention

The CC44 under Article 8 reflects the sovereignty requirements contained in Article 
1 within the scope of ‘pilotless aircraft’.

No aircraft capable of being flown without a pilot shall be flown without a pilot over the 
territory of a contracting State without special authorization by that State and in accordance 
with the terms of such authorization. Each contracting State undertakes to insure that the 
flight of such aircraft without a pilot in regions open to civil aircraft shall be so controlled 
as to obviate danger to civil aircraft.

Article 8 is titled ‘Pilotless Aircraft’ and makes reference specifically to aircraft that 
are ‘capable of being flown without a pilot’. This has been interpreted by many, 
such as by ICAO,16 EU17 and scholars,18 to mean aircraft whereby the pilot is not 
physically on board and is instead located in a remote site (RPAS). Therefore, the 
conclusion is made that UAS fall explicitly within the provision of the CC44.

This interpretation, however, appears to contradict the term ‘pilotless’ as this 
suggests that the aircraft operates without a pilot being located in or outside of the 
vehicle. If a literal interpretation is adopted, as prescribed under Article 31 of the 
Vienna Convention on the Law of Treaties (VCLT),19 then Article 8 is to be inter-
preted as to include only autonomous aircraft, whereby there is a complete absence 
of a pilot on board and outside of the aircraft (unmanned drones). Additionally, a 
contextual interpretation provided for under Article 31 of the VCLT may also lead 
Article 8 to be more appropriately applied to unmanned drones. This is because un-
manned drones, such as the V1, are the context in which the CC44 was born. This 
would, however, leave a lacuna in international law as RPAS would be excluded, 
and because of this, a teleological interpretation which would look at the object and 
purpose of the CC44 may be more appropriate.

15 See UK CAA (2014a).
16 See ICAO (2011). See also CC44 Annex 2 and 7.
17 See European Commission (2014b), p. 1.
18 See Masutti (2012), Chap. 2.
19 Although the VCLT has only 41 signatory states, its provisions, including Article 31, are widely 
regarded as a codification of customary international law (Vienna Convention 1969).
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It is unclear from only the text of the Article which interpretation prevails. How-
ever, this distinction appears to be only academic as the majority of entities put 
RPAS well within the scope of the CC44.

Environmental Protection

Within the area of traditional aviation, there is growing concern with environmental 
issues. Firstly, emissions from aircraft are a global concern, and it is a core element 
of the EU’s aviation policy as it is currently trying to implement its emissions trad-
ing system (ETS).20 The second environmental aviation issue is regarding noise, 
which is currently slowing down airport development around the world. The avia-
tion industry is also taking emissions and noise seriously, as for example, they are 
having an influence in the production of aircraft as manufactures such as Airbus and 
Boeing are striving to create greener and quieter aircraft. Therefore, it seems logical 
that such considerations would flow into the UAS context. However, ‘[n]o reviews 
have been conducted for determination for the need for noise and emissions control 
with respect to UAS’ (ICAO 2011, p. 36).

Nevertheless, this does not mean that there are not general environmental rules 
governing UAS. This is because ‘it is generally accepted that the existing noise and 
emissions standards for manned aircraft should be applied to UAS ICAO’ (ICAO 
2011, p. 36). The appropriate rules are contained in Annex 16 to the CC44 titled 
‘Environmental Protection’:

• Annex 16, Volume I—‘Aircraft’ (noise)
• Annex 16, Volume II—‘Aircraft Engine Emissions’

Therefore, whilst environmental considerations for UAS have yet to become a ma-
jor concern, the UAS that fall under the scope of the CC44’s Annexes will have to 
conform to the standards set out under Annex 16 on emissions and noise. It may 
prove over time that these rules are as suitable for UAS as they are for manned 
aircraft. Alternatively, it may become more appropriate to construct new environ-
mental rules for UAS.

Other Provisions of the CC44

If UAS fall under the scope of the CC44, then it also follows that the other appli-
cable obligations set forth in the CC44 apply to UAS, for example, Article 20 which 
declares that:

Every aircraft engaged in international air navigation shall bear its appropriate nationality 
and registration marks.

20 See European Commission (2014c).
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Thus, those UAS involved in international air navigation must be registered and 
bear certain marks that indicate nationality and registration, of which ICAO has re-
cently made amendments to Annex 7 in order to facilitate this. This brief examina-
tion of Article 20 was to serve as an example to show that there are other applicable 
rules under the CC44 rather than to provide an exhaustive list of these rules.

EU Law

The EU Acquis

There is currently a lack of lex specialis for UAS within the EU acquis and the 
Commission has observed that there is currently a

lack of a European regulatory framework encompassing civil and military unmanned air-
craft [which] prevents the development of legally authorized unmanned aircraft operations. 
(European Commission 2009, p. 2)

Pursuant to Article 100(2) of the Treaty of the Functioning of the European Union 
(TFEU; ex-Article 80 TEC), the EU member states have divested some of their 
aviation competencies to the EU.21 Consequently, the EU has constructed a body of 
European air law, which, as UAS fall under the scope of aviation, must be examined 
in order to assess whether it affects UAS.

Market Access Under Regulation (EC) No. 1008/2008

One of the foundational legal documents within EU air law is Regulation 1008/2008 
(2008) which regulates

the licensing of Community air carriers, the right of Community air carriers to operate 
intra-Community air services and the pricing of intra-Community air services. (Regulation 
1008/2008 2008, Article 1)

Therefore, the ability to operate an aircraft within the EU is pivotal to the satisfac-
tion of this Regulation’s articles, and it is likely to have an important impact on 
UAS.

There are two important terms within the Regulation that will have a determina-
tion on whether it applies to UAS, and these must be examined. Firstly, is the term 
‘Community air carrier’ as defined under Article 2 of Regulation 1008/2008.

21 ‘The European Parliament and the Council, acting in accordance with the ordinary legislative 
procedure, may lay down appropriate provisions for sea and air transport. They shall act after 
consulting the Economic and Social Committee and the Committee of the Regions’ (TFEU 2008, 
Article 100(2)).
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[A]n air carrier with a valid operating licence granted by a competent licensing authority in 
accordance with Chapter II.

Chapter II, Article 3(3)(a) of Regulation 1008/2008 declares that air services car-
ried out by ultralight power-driven aircraft are not required to hold a valid operating 
licence. Although the weight is not quantified, it is usually regarded that light UAS 
fall under the term ‘ultralight power-driven aircraft’. Should this assumption be 
correct, then a significant amount of EU UAS operators are not required to apply 
for and hold an operating licence under this EU Regulation. Secondly, in order for 
Regulation 1008/2008 to apply, the UAS activity must be an ‘air service’ as defined 
under Article 2:

A flight or a series of flights carrying passengers, cargo and/or mail for remuneration and/
or hire.

A factual analysis of current UAS activities shows that they do not carry passengers. 
This may change with technological advancements as autopilots will become more 
advanced, and there may come a time where passenger transportation services by 
aircraft no longer require a pilot to be on board. Furthermore, the carriage of cargo 
and mail by UAS are also currently very limited. Therefore, the majority of UAS 
activities will not be ‘air services’.

A fundamental component of EU air law—Regulation 1008/2008—does not ap-
ply to many UAS activities. As the majority of EU UAS will fall outside its scope, 
it will therefore be down to the national authorities of the 28 EU member states to 
grant the specific permission.

Insurance

The EU has regulated aviation insurance under Regulation 785/2004 (2004). The 
Regulation’s objective is specified under Article 1(1):

The objective of this Regulation is to establish minimum insurance requirements for air 
carriers and aircraft operators in respect of passengers, baggage, cargo and third parties.

UAS fall under the scope of Regulation 785/2004. However, the Regulation is vast-
ly limited within the context of UAS as it does not apply to:

• State aircraft as referred to in Article 3(b) of the CC44
• Model aircraft with a maximum takeoff mass (MTOM) of less than 20 kg
• Aircraft, including gliders, with an MTOM of less than 500 kg, and micro lights, 

which are used for non-commercial purposes or are used for local flight instruc-
tion which does not entail the crossing of international borders

• Other types of aircraft listed in this Regulation (Regulation 785/2004 (2004), 
Article 2 (2)(g))

It would appear that the majority of EU UAS activities would be excluded under the 
existing rules on aircraft insurance.
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The Single European Sky

A pertinent piece of EU legislation for the present subject is that on air traffic man-
agement (ATM) as laid down in the Single European Sky (SES) regime.22 This 
regime promotes the implementation of a ‘common transport policy’ (Regulation 
549/2004 (2004), Preamble (1)).23 In this context, the question could be asked if and 
to what extent UAS fall under the common transport policy in cases where those 
aircraft do not transport? Transport by air could be defined, as noted above, as the 
carriage of persons, in most cases passengers, their baggage, whether checked in or 
not, and cargo by an air transport undertaking.

On the other hand, the SES regime is designed to meet the requirements of all 
airspace users, meaning ‘operators of aircraft operated as general air traffic’ (Regu-
lation 549/2004 (2004), Article 2(8). General air traffic is defined as

all movements of civil aircraft, as well as all movements of state aircraft (including military, 
customs and police aircraft) when these movements are carried out in conformity with the 
procedures of ICAO. (Regulation 549/2004 (2004), Article 2 (26)

Consequently, the SES regime tries to implement Article 3(a) of the CC44, as it 
should, as confirmed by the statement that the SES regime is ‘without prejudice to 
the rights and duties of Member States under…the Chicago Convention’ (Regula-
tion 549/2004 (2004), Article 1(3).

The SES regime is not as consequent as it could be as it only excludes ‘military 
operations and training (Regulation 549/2004 (2004), Article 1(2)’ from its scope. 
Therefore, the question is whether the operation of aircraft, including UAS which 
are used for policy, customs and other typically public service purposes, is or is not 
subject to the provisions of the SES regime.

Within this context, SERA, as analysed above in the section ‘The Notion of Air-
craft’, will also need to be considered.

Air Service Agreements Concluded by the EU and Its Member 
States

A state may allow a foreign aircraft to enter its sovereign airspace through prior 
expressed permission which is usually given through negotiations between states. 
Within the EU, this role may be taken over by the Commission which, in excep-
tional cases, such as the EU—US Agreement on air transport, negotiates for the EU 
as a whole rather than a collection of 28 separate states, or in close cooperation with 
EU states, to reach agreements on international air transport. UAS operators may be 
able to utilise these agreements in order to enter the airspace of a foreign state. The 

22 See Regulation 1070/2009 (2009).
23 See TFEU (2008), Article 100.
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US–EU Open Skies Agreement will be explored here as it is one of the most liberal 
air service agreements.

On 30 March 2008, the first phase of the EU–US Open Skies Air Transport 
Agreement (2007) entered into force which replaced the bilateral air service agree-
ment (BASA) regime between the individual EU states and the US (Association of 
European Airlines 2008). Consequently, the Open Skies Agreement, if it provides 
designation for UAS, would open up the US and EU market. Article 3(1)(a) and 
(b) of the agreement permits 1st and 2nd freedom (transit) rights, that is, the rights 
for operations to pass through the airspace of the airspaces of the other contracting 
states and make technical stops on their territories.

Each Party grants to the other Party the following rights for the conduct of international air 
transportation by the airlines of the other Party: (a) the right to fly across its territory with-
out landing; (b) the right to make stops in its territory for non-traffic purposes.

Article 3(1)(c)(ii) of the agreement allows for traffic rights, that is, the right for 
operators to carry traffic, including passengers, their baggage and cargo between 
agreed points located in the territories of the States party to the agreement.

[F]rom points behind the Member States via the Member States and intermediate points 
to any point or points in the United States and beyond; for all-cargo service, between the 
United States and any point or points; and, for combination services, between any point or 
points in the United States and any point or points in any member of the European Common 
Aviation Area.

UAS activities are, however, unlikely to fall within the scope of this agreement. 
This is because, if an EU or US UAS operator wishes to exercise transit and/or traf-
fic rights, then this activity must conform with Article 3. Article 3 of the agreement 
makes it clear that transit and traffic rights will only be granted to ‘air transporta-
tion’ which is defined as

carriage by aircraft of passengers, baggage, cargo, and mail, separately or in combination, 
held out to the public for remuneration or hire. (US—EU Agreement 2007, Article 3)

It follows that UAS do not currently facilitate such a service, and, subsequently, 
they do not conduct air transportation and so cannot execute such rights. There is an 
absence of prior state consent, even within the context of a liberal agreement on air 
transport. Consequently, consent will have to be sought either on an ad hoc basis or 
through a new special agreement between the concerned states.

Initiatives from the European Commission

The First Steps

The Commission has observed that there is currently a lack of a European regula-
tory framework for UAS. Consequently, it has drawn the conclusion that this is sig-
nificant as the current EU legal regime does not promote the growth of civil UAS as 
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it does not permit the industry to build pertinent business plans and to develop new 
products adapted to its clients (European Commission 2009, p. 8). The Commission 
has since begun to assess its role in the support of this emerging sector. It is taking 
prudent steps before it establishes legally binding rules as it believes it is

necessary to fully understand the potential European industry baseline, the potentialities 
and benefits offered by UAS to the European citizens, and the existing obstacles to the 
market emergence. (European Commission 2009, p. 3)

For this to be achieved, the Commission has opened up a communication with in-
terested parties whereby it has invited all of the ‘stakeholders to build together a 
policy framework for the development of a competitive drones market as well as 
rules that will tackle all citizens’ concerns’ (European Commission 2014b, p. 3). 
Therefore, in light of the lack of EU regulation, the Commission aims to construct 
a policy framework that will concern civil and commercial operations, in line with 
EU competence, to which it has currently constructed a six action proposal (Euro-
pean Commission 2014b). This will now be assessed as this will undoubtedly shape 
the future regulation of UAS within Europe.

Common Certification Processes and Standards

Safety is a paramount objective for EU aviation policy, so Action 1 of the Commis-
sion’s proposal has recommended a common certification process and standards for 
UAS. A common certification process and standards for UAS is deemed necessary 
as

in many States, the grant of an aerial work license to an UAS operator is almost impos-
sible, as no appropriate framework for certification of the unmanned aircraft systems exist. 
(European Commission 2009, p. 8)

Therefore, this is required to ensure that UAS ‘will have an equivalent level of safe-
ty in comparison to regular, manned, aviation’ (European Commission 2014a, p. 5).

The Commission has anticipated the significance of small UAS within the EU 
as the ‘UAS sector below 150 kg is composed of aerial vehicles of very different 
types, capabilities, size and weight’; therefore, regulation should encompass this 
wide scope (European Commission 2009, p. 8). Therefore, ‘in this respect, the re-
stricted scope of EASA competence to unmanned aircraft above 150 kg on the basis 
of traditional airworthiness considerations is an arbitrary cut off point and should be 
reconsidered’ (European Commission 2014a, p. 5).

Support Market Development and European Industries

The Commission has proposed to support and encourage the young growing civil 
UAS market by promoting the development of UAS



1999 An Analysis of Unmanned Aircraft Systems Under Air Law

applications and the related technologies, stimulate user-driven innovation, and foster the 
creation of cross sectorial industrial value chains, appropriate support infrastructures and 
clusters. (European Commission 2014b, p. 4)

Therefore, the Commission has proposed two actions. Firstly, Action 2 notes that 
the Commission will, within reasonable limits, ensure that certain research and de-
velopment needs are taken into account. Secondly, Action 6 states that the Commis-
sion will integrate UAS into its other initiatives, such as Horizon 2020 and COSME. 
Actions 2 and 6, whilst potentially having beneficial consequences as they can en-
hance the growth of the market and lower costs for the consumer, will also increase 
the need for appropriate regulation. This is because market facilitation may increase 
the number of participants, so increasing strain on the licensing system, as well as 
exposing more people to potential violations of the law. Therefore, the rules and 
institutions should be in place to cope with an expanding market.

Tough Controls to Ensure Security

Action 3 of the Commission’s proposal is there to ensure that security aspects are 
dealt with accordingly. UAS are not immune from unlawful actions, for example, 
they can be used as a weapon, suffer from jamming or be subjected to hacking (Eu-
ropean Commission 2014a, p. 7). The EU is not competent to deal with all security 
issues, such as military aviation, as for example EASA’s

Regulation shall not apply when products, parts, appliances, personnel and organisations 
referred to in paragraph 1 are engaged in military, customs, police, or similar services. The 
Member States shall undertake to ensure that such services have due regard as far as practi-
cable to the objectives of this Regulation. (Regulation 216/2008 (2008), Article 1)

Therefore, the regulation of military UAS will not be undertaken by the EU as this 
would be an ultra vires act and will instead be up to each member state.

UAS are also not immune from cyber security risks. Firstly, UAS may be used 
by the operator or those authorised by the operator in a manner that produces risks 
to cyber security. Secondly, they may be accessed by unauthorised external sources 
which will compromise security. Due to the potential abuse of UAS, cyber security 
is an important factor to consider within this emerging area. This is because acts 
may occur through the utilisation of cyber technologies, and access to the UAS 
may produce cyber security risks. Such acts may include jamming24 and spoofing.25 
Thus, to stop or at least mitigate unwanted security violations, rules on security are 
required.

24 Jamming can be defined as the act of ‘transmitting a high-power electronic signal that causes the 
bit error’ (Zielinski et al. 1996, p. 25). See Infosec Institute (2013).
25 Spoofing can be defined as the act of ‘taking over a…system by appearing as an authorised 
user’ (Zielinski et al. 1996, p. 25). See Aerospace Engineering and Engineering Mechanics (2014).
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Protect Citizens’ Fundamental Rights

The Commission’s Action 4 has a human rights ethos as it sets out to protect citi-
zens’ fundamental rights, including the respect for the right to private and fam-
ily life, and the protection of personal data.26 This is a significant point as one of 
the main uses of civil UAS is to remotely record information, such as in remote 
sensing.27 Directive 95/46/EC (1995) and the Framework Decision 2008/977/JHA 
(2008) have been cited under Action 4 as already existing EU rules that could deal 
with the protection of citizens’ fundamental rights within the scope of UAS.28 The 
Commission has decided that

privacy situation would need continuous monitoring by the competent authorities including 
the national data protection supervisory authorities (European Commission 2014a, p. 8)

in order to ensure that the data is recorded for legitimate grounds.
The implementation of these rules is one thing, but the enforcement within the 

area of UAS is another. For example, the UK Civil Aviation Authority (CAA) has 
dealt with several cases regarding the illegal recording of information. In an un-
reported case, Mr Clift received a caution for selling photographs obtained from 
a UAS without an appropriate licence (UK CAA 2014b). This case came to light 
only once attempts to sell the photos were made. Therefore, in the absence of such 
a public display, such violations may go unreported, so more would need to be done 
at a national and EU level in order to ensure compliance.29

Liability/Insurance

Under Action 5 of the proposal,30 the Commission has addressed third-party liabil-
ity and insurance.

The Commission will assess the current liability regime and third-party insurance require-
ment. It will, subject to the impact assessment, take the appropriate initiatives to ensure that 
adequate regulatory provisions are in place.

The Commission, whilst striving for high levels of safety for EU aviation, is aware 
that accidents are an inherent element of aviation; therefore, victims should be ap-

26 See Finn et al. (2014).
27 ‘Amongst the wide range of potential civil RPAS applications a number may involve collection 
of personal data and raise ethical, privacy or data protection concerns, in particular in the area of 
surveillance, monitoring, mapping or video recording’ (European Commission 2014a, p. 7).
28 See Roma (2014), p. 28.
29 This could be in the form of a light-touch approach such as including warnings on UAS packag-
ing and producing easy-to-understand user guides. Alternatively, a harder-touch approach could be 
adopted such as implementing an effective enforcement body that actively looks for infringements 
and enforces the rules.
30 See Steer Davies Gleave (2014).
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propriately compensated for any injury or death. Therefore, ‘there is a need for a 
liability insurance regime that ensures that at fault parties can meet their financial 
obligations’ (European Commission 2014a, p. 8). The current third-party insurance 
regime within the EU was constructed with manned aircraft in mind, and because of 
this, Regulation 785/2004 (2004), which has been noted above in the section ‘Insur-
ance’, has limitations for the application of UAS.

Addressing Safety Concerns Under European Law

European Aviation Safety Agency

As demonstrated by the Commission’s action proposals, safety is a key element of 
EU aviation. Consequently, there are already well-established safety rules within 
the EU, in which EASA plays a crucial role, and these may be applicable to UAS.

EASA’s competencies are set out in Regulation 216/2008 (2008) (the Regula-
tion) which defines its role in establishing and maintaining a high uniform level 
of civil aviation safety in Europe.31 The Commission is currently in the process of 
revising the Regulation, with EASA making the technical proposals, so that it better 
suits UAS.32 The Commission’s desire to regulate UAS is likely to also provoke a 
new Regulation focused on UAS in the EU which will involve EASA in the area 
of technical proposals. However, these are still in the preparatory stages, and their 
content is not yet known, so it is not possible to discuss these any further. However, 
when the Regulation as it presently stands is applied to UAS, it has certain limita-
tions which could have an impact on the regulation of UAS in the EU, and these 
must be considered when drafting the new rules.33

Annex II(i) of the Regulation declares that ‘unmanned aircraft with an operating 
mass of no more than 150 kg’ are exempt. This exemption creates a clear division 
in the competencies of EASA whereby aircraft below 150 kg are outside the scope 
of EASA’s competencies and are for national legislators to regulate. Thus, there is a 
fragmented EU legal system which is in contradiction to the Commission’s goal of 
comprising a comprehensive set of rules governing UAS across Europe. Hence, the 
current weight restrictions should be rethought. EASA, in its Concept of Operations 

31 ‘Drafting aviation safety legislation and providing technical advice to the European Commis-
sion and to the Member States; Inspections and training to ensure uniform implementation of 
European aviation safety legislation in all Member States; Airworthiness and environmental type-
certification of aeronautical products, parts and appliances; Approval of aircraft design organisa-
tions world-wide and of production and maintenance organisations outside the EU; Coordination 
of the European Community SAFA (Safety Assessment of Foreign Aircraft) programme; [and] 
Coordination of safety programmes, data collection, analysis and research to improve aviation 
safety’ (EASA 2014d).
32 See EASA (2014a). See also, European Commission (2014a).
33 See EASA (2009).
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for Drones paper, has however stated that it will move away from the weight-based 
approach and will categorise UAS as open, specific or certified based upon the risk 
that the operations pose (EASA 2015).

The focus on weight comes from traditional aviation activities, and this may be 
redundant for UAS. This is because a 10 kg UAS is capable of surveying the ground 
below in the same way as a 500 kg Predator (Military Factory 2013). Secondly, the 
amount of damage that an aircraft can cause does not necessarily relate to weight. 
For example, in the Smethwick Chinese Lantern Fire, a Chinese lantern, a light-
er-than-air object, caused a fire involving 100,000 t of plastic-recycling material 
which produced a 6000-ft smoke plume and £6 million worth of damage on 30 June 
2013.34 A UAS laden with fuel also has the potential energy to cause devastating 
fires. Finally, a UAS is capable of operating in both the segregated and non-segre-
gated airspace. Therefore, they pose a potential problem to other aviation activities. 
An object as small as a bird or volcanic ash can cause an aircraft to crash, so a small 
UAS that enters an aircraft’s engine could also have the same effect. There are 
also risks of collisions as larger UAS often operate within the D airspace which is 
shared by commercial passenger aircraft. Therefore, this has led some to draw sole 
attention away from weight and incorporate population density and activity into the 
equation. It has also been suggested that the focus should be on energy. The purpose 
behind these additions is to provide a more practicable and proportionate solution 
to the categorisation of UAS. It is still unclear if these alternative methods will be 
adopted or to what extent.

Article 1(2) of the Regulation declares that those UAS ‘engaged in military, cus-
toms, police or similar services’ fall outside the scope of EASA’s competencies. 
Unlike traditional aircraft, UAS do not necessarily need to be modified in order to 
move between state and civil use. This is because UAS, for example, fitted with 
surveillance equipment can equally be used for monitoring state borders as well as 
filming a family event. In addition to this, the term ‘similar services’ is vague and 
can potentially lead to a wide interpretation. The last-mentioned provision, as with 
manned aircraft, will result in a portion of UAS not having to comply with EASA’s 
rules.

UAS ‘[s]pecifically designed or modified for research, experimental or scientific 
purposes, and likely to be produced in very limited numbers’, pursuant to Annex 
II(b) of the Regulation, also fall outside the scope of EASA’s competencies. Many 
UAS will be designed and utilised specifically for these purposes, and this may lead 
to them being exempt.

Annex II(c) of the Regulation declares that
aircraft of which at least 51 % is built by an amateur, or a non-profit making association of 
amateurs, for their own purposes and without any commercial objective

are exempt. In many cases, people are buying individual standard parts and putting 
them together to create a unique UAS. This would, therefore, put them within this 
exemption.

34 See BBC (2013).
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Finally, pursuant to Annex II(d) of the Regulation, those aircraft that have been 
used in the service of military forces are exempt. The history of UAS places the 
majority of the technology well within the military context, and because of this, it is 
possible that certain models or technologies within the civil market will be exempt. 
However, this is limited as those which are ‘of a type for which a design standard 
has been adopted by the Agency’ will fall under the scope of the Regulation.

There are other limitations to EASA’s competences; however, these are not ap-
plicable to UAS (EASA 2009). Part 21 is currently applicable to the certification of 
UAS within its competencies (EASA 2009, in section ‘Addressing Safety Concerns 
Under European Law’).35

National Safety Rules

As concisely shown above, there are numerous international and European rules 
regulating aviation safety, but they are not applicable to UAS in all circumstances. 
However, the gaps are being filled as in recent years several EU member states, 
including Belgium, Czech Republic, Denmark, France, Germany, Italy, Lithuania, 
Sweden and the UK, have adopted legislation to regulate the operations of UAS 
(European Commission 2014b, p. 2). Each national law varies in content, and it is 
beyond the scope of this work to examine them all. The UK and Germany will serve 
as illustrative examples.

Under national laws, the UK, for example, has a well-developed body of law 
governing the operation of military and all other, that is, civil aircraft. A civil air-
craft registered in the UK which is exempted from the above EASA Regulation 
must have a certificate of airworthiness and a permit to fly issued by the UK CAA 
pursuant to the terms of the Air Navigation Order and Regulations (CAP393 2014). 
Special rules apply to small UAS, that is, aircraft weighing less than 20 kg, and even 
less stringent rules to very small UAS, that is, craft weighing less than 7 kg (CAP393 
2014, Article 166). A differentiated regime applies small surveillance UAS which 
must meet more stringent operational constraints (CAP393 2014, Article 167).

Whilst some governments, such as the UK’s, have been active in constructing its 
UAS regulations to cover all weights, this is not the case elsewhere. For example, 
the German UAS rules leave a lacuna of unregulated territory for UAS between 
25–150 kg (Luftverkehrs-Ordnung 1963, Articles 15(a), 16 & 16(a)). The German 
national rules regulate UAS below 25 kg and leave those above this demarcation 
to be regulated by EASA. However, as noted above, EASA is restricted to aircraft 
above 150 kg. Consequently, such operations between 20–150 kg are prohibited.

Therefore, this brief analysis of national rules shows that attempts are being 
made at a state level, but there is by no means a harmonised approach.

35 See EASA (2014c).
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Liability for Damage Caused by UAS

Liability for those at fault has had a strong presence in air law for decades, both 
for second and third parties. There are international conventions and national rules 
regulating this area, and these may be applicable to UAS.

Second-Party Liability

Under international law, the Montreal Convention (1999) has become the most no-
table Treaty for second-party liability.36 The Montreal Convention is only intended 
to unify ‘Certain Rules for International Carriage’; therefore, other rules may be ap-
plicable. Additionally, the applicability of the Montreal Convention is only relevant 
to carriage between signatory states, so, for example, a service between Thailand 
and the Netherlands would not fall under its scope as Thailand is not a signatory 
state. Finally, the Montreal Convention belongs to a long history of second-party 
liability regimes; thus, there is a patchwork among the international community. 
From this patchwork, the Montreal Convention will be the focus as it is the most 
recent.

The Montreal Convention will only be applicable to UAS if it satisfies the pre-
scribed criteria. Firstly, the vehicle must be an aircraft (Montreal Convention 1999, 
Article 1). This has already been established above in the section ‘The Notion of 
Aircraft’. Secondly, it

applies to all international carriage of persons, baggage or cargo performed by aircraft for 
reward. It applies equally to gratuitous carriage by aircraft performed by an air transport 
undertaking. (Montreal Convention 1999, Article 1)

Therefore, it is limited to the scope of international carriage, which, as noted in 
the section ‘Application to International Aviation Only’, is currently very limited. 
Additionally, it is evident that the current situation does not involve the carriage of 
persons, as UAS aircraft are totally unmanned by pilots, crew and passengers. How-
ever, as noted above, there is a growing emergence of cargo transportation, which 
is demonstrated by Amazon.com’s recent licensing request to the US FAA (CNN 
2014).37 Therefore, the relevance of second-party liability is likely to increase.

If the Montreal Convention becomes applicable to UAS, then Articles 17 and 18 
which set forth the requirements for the applicability of liability under the conven-
tion will then need to be considered in order to establish liability.38

36 See Regulation 889/2002 (2002).
37 Amazon.com is not alone as other companies, such as DHL, have plans to conduct a portion of 
their delivery service using UAS. See The Verge (2014).
38 ‘The carrier is liable for damage sustained in case of death or bodily injury of a passenger upon 
condition only that the accident which caused the death or injury took place on board the aircraft 
or in the course of any of the operations of embarking or disembarking’ (Montreal Convention 
1999, Article 17).
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Third-Party Liability—Damage on the Ground

The Rome Convention (1952) provides the international rules for the compensation 
of damage sustained by third parties on the territory of a contracting state. Article 
1(1) states that

Any person who suffers damage on the surface shall, upon proof only that the damage 
was caused by an aircraft in flight or by any person or thing falling therefrom, be entitled 
to compensation as provided by this Convention. Nevertheless there shall be no right to 
compensation if the damage is not a direct consequence of the incident giving rise thereto, 
or if the damage results from the mere fact of passage of the aircraft through the airspace 
in conformity with existing air traffic regulations. (Rome Convention 1952, Article 1(1))

There are many limitations to this convention. The damage must be caused by an 
aircraft in another signatory state of the Rome Convention. The convention does not 
apply to damage inflicted to aircraft flying in air space or to persons or goods on 
board such aircraft. There is the requirement of an international element which, as 
noted in the previous section, is not the case for many UAS activities.

There are currently only 42 member states to the 1952 Rome Convention, and 
this number does not include many important aviation states, such as the US and 
China. Accordingly, there is by no means a universal application of the rules for the 
compensation of damage sustained by third parties. Finally, there are problems with 
the identification of the operator of the aircraft. This is because Article 2(1) declares 
that the ‘liability for compensation contemplated by Article 1 of this Convention 
shall attach to the operator of the aircraft (Rome Convention 1952, Article 2(1))’ 
and an ‘operator’

shall mean the person who was making use of the aircraft at the time the damage was 
caused, provided that if control of the navigation of the aircraft was retained by the person 
from whom the right to make use of the aircraft was derived, whether directly or indirectly, 
that person shall be considered the operator. (Rome Convention 1952, Article 2(2))

In the case of private recreational UAS, the person making use of the aircraft may 
involve several people during the course of a day. In the case of registration, iden-
tification is easier (Rome Convention 1952, Article 2(3)); however, most states do 
not have the facilities to accommodate a UAS registration. Many UAS aircraft will 
then go unregistered. Therefore, the person making use of the aircraft may be dif-
ficult to locate.

Due to the limited scope of this convention and the potential difficulties in apply-
ing it to UAS, reference to national law, in principle tort law and product liability, 
may be sought.

Criminal Offences Committed in Relation to UAS

There are a number of international criminal aviation treaties that attempt to crimi-
nalise certain acts, and some of these may be applicable for UAS, and because of 
this, they must be identified and analysed. In addition to this, national law may yet 
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again also be relevant. This point will be further illustrated in the section ‘CAA v 
Robert Knowles in the UK’ discussing a recent case in the UK.

Criminal Acts Committed on Board Aircraft

The Tokyo Convention (1963) was an international reaction to cases, such as US 
v Cordova (1950) and R. v Martin (1956) whereby the cases exposed that aircraft 
during international flights were often in an ‘oases of lawlessness, where no law 
was applicable’ (Cheng 1987, p. 25). The reason behind this was that the application 
of a state’s criminal law had not been extended to aircraft hosting their nationality. 
Therefore, Article 1(1) of the Tokyo Convention declares:

This Convention shall apply in respect of:
(a) offences against penal law;
(b) acts which, whether or not they are offences, may or do jeopardize the safety of the 
aircraft or of persons or property therein or which jeopardize good order and discipline on 
board.

The scope of this provision is markedly limited within the context of UAS as Ar-
ticle 2 declares that the ‘convention shall apply in respect of offences committed or 
acts done by a person on board any aircraft’. Therefore, the offence must be com-
mitted by a person on board the aircraft, which is not possible with current UAS 
technology. This limitation is not exclusive to the Tokyo Convention as the Hague 
Convention on Hijacking (1971)39 suffers from the same limitation as its aim is the 
criminalisation of acts by persons who are on board an aircraft in flight when they 
hijack, attempt or help to hijack that aircraft (Cheng 1987, p. 25). Therefore, the 
application to UAS at the moment is none.

Montreal Convention 1971 on Sabotage

Whilst the above two conventions aim at criminalising certain acts on board of 
an aircraft, the Sabotage Convention (1971) criminalises acts against the aircraft. 
Therefore, under Article 1, if a person attacks or sabotages a UAS or its air naviga-
tion facilities, it will be deemed a criminal offence.40 Within the civil UAS sector, 

39 ‘Any person who on board an aircraft in flight: (a) unlawfully, by force or threat thereof, or by 
any other form of intimidation, seizes, or exercises control of, that aircraft, or attempts to perform 
any such act, or (b) is an accomplice of a person who performs or attempts to perform any such act 
commits an offence (hereinafter referred to as ‘the offence’)’ (Hague Convention 1971, Article 1).
40 ‘1. Any person commits an offence if he unlawfully and intentionally: (b) destroys an aircraft in 
service or causes damage to such an aircraft which renders it incapable of flight or which is likely 
to endanger its safety in flight; or (c) places or causes to be placed on an aircraft in service, by 
any means whatsoever, a device or substance which is likely to destroy that aircraft, or to cause 
damage to it which renders it incapable of flight, or to cause damage to it which is likely to endan-
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sabotage is currently virtually unreported. The possibilities of sabotage were high-
lighted by Assistant Professor Todd Humphreys of Cockrell School of Engineering, 
whereby he demonstrated to the US Department of Homeland Security the ability 
to gain control of another user’s UAS (Aerospace Engineering and Engineering 
Mechanics 2014). There have been cases within a military context; for example, on 
4 December 2012, a cyber-warfare unit of the Iranian Government captured a US 
Lockheed Martin RQ-170 UAS in Iran near the Iran–Afghanistan border (Infosec 
Institute 2013).

The Sabotage Convention, like with the Tokyo and Hijacking Conventions, is 
limited to only international flights. However, if a person attacks or sabotages a 
UAS or its air navigation facilities, it will be deemed a criminal offence even with-
out them being on board the UAS. Consequently, due to this and UAS potential 
vulnerability to sabotage, the Sabotage Convention is much more relevant than the 
Tokyo and Hague Conventions.

Beijing Convention 2010 Modernising Criminal Aviation Treaties

The most recent instalment in international aviation criminal law results out of 
ICAO’s conference which was held in Beijing between 30 August and 10 Septem-
ber 2010, whereby 80 states adopted two international air law instruments for the 
suppression of unlawful acts relating to civil aviation. These two instruments are 
the Convention on the Suppression of Unlawful Acts Relating to International Civil 
Aviation (Beijing Convention 2010) and the Protocol Supplementary to the Conven-
tion for the Suppression of Unlawful Seizure of Aircraft (Beijing Protocol 2010).

These are relevant instruments for UAS as they criminalise the act of using civil 
aircraft as a weapon; the use of dangerous materials to attack aircraft or targets on 
the ground; the transport of biological, chemical and nuclear weapons and their 
related material; and threats against civil aviation. In addition to this, those leading 
attacks against aircraft and airports will have no safe haven from criminal prosecu-
tion. Finally, the convention also implicitly addresses the threat of cyberattacks on 
aviation. Thus, many uses of UAS or unwanted acts against aUAS, such as jamming 
and spoofing, will be criminalised under the Beijing rules.

Whilst they have a wide scope and may prove to be applicable to UAS activities, 
they are currently not in force, and it does not appear that this will change anytime 
soon.41

ger its safety in flight; or (d) destroys or damages air navigation facilities or interferes with their 
operation, if any such act is likely to endanger the safety of aircraft in flight; or (e) communicates 
information which he knows to be false, thereby endangering the safety of an aircraft in flight’ 
(Sabotage Convention 1971, Article 1).
41 See Piera and Gill (2014).
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CAA v Robert Knowles in the UK

Each national criminal law relevant to UAS varies in content, and it is beyond the 
scope of this work to examine them all; therefore, a case study from the UK will be 
explored in order to highlight the applicability of national criminal law for UAS in 
Europe.

In 2014, the UK saw its first ever successful prosecution for the dangerous and 
illegal flying of a UAS in the unreported case of the UK CAA v Robert Knowles.42 
BAE Systems is a public limited defence company which has UK Government 
contracts.43 On 25 August 2013, a BAE Systems’ employee recovered a UAS from 
the waters located near to its nuclear submarine testing facility in Barrow-in-Fur-
ness. The UAS was then surrendered to the police. The UAS was a £2000 delta 
wing which had a wingspan of 1.35 m and weighed 1.86 kg (Drone Makers 2014), 
and attached to the aircraft was a camera which was then analysed by the police 
which then linked it to Mr Robert Knowles.44

Knowles was then charged with two offences. The relevant UK law is contained 
within CAP393 Air Navigation: The Order and the Regulations 2009.45 There is a 
weight distinction made within UK law, and because Knowles’ UAS weighed less 
than 20 kg, it was classified as a ‘small unmanned aircraft’ pursuant to Article 255 
which is defined as ‘any unmanned aircraft, other than a balloon or a kite, having a 
mass of not more than 20 kg without its fuel but including any articles or equipment 
installed in or attached to the aircraft at the commencement of its flight’ (CAP393 
2014, Article 255).

The analysis of the footage ‘revealed that during its flight it had skimmed over 
the busy Jubilee Bridge over [the] Walney Chanel’ (UK CAA 2014b). Knowles’ 
first charge pertained to the flying within 50 m of a structure pursuant to Article 
167(2)(c) of the Air Navigation Order.

The person in charge of a small unmanned surveillance aircraft must not fly the aircraft…
within 50 metres of any vessel, vehicle or structure which is not under the control of the 
person in charge of the aircraft. (CAP393 2014, Article 167)

The flight path and the location of the crash also took the UAS within close prox-
imity of several vessels. This would result in further breaches of Article 167(2)(c). 
In addition, the offences could have been more as the bridge is used by pedestrians 
which could have resulted in a violation of Article 167(2)(d) if any persons were 

42 See Scott (2015).
43 See BAE Systems (2014).
44 See YouTube (2014).
45 The overriding article within the legislation is Article 138, which covers the subject of endanger-
ment and applies to all aviation activity at all times: ‘A person must not recklessly or negligently 
cause or permit an aircraft to endanger any person or property’ (CAP393 2014, Article 138).



2099 An Analysis of Unmanned Aircraft Systems Under Air Law

within 50 m. Furthermore, the UAS landed near vessels, and if they were inhabited 
at the time would amount to a breach of Article 167(3).46

In addition to this, the footage revealed that it ‘had also flown through restricted 
airspace around the nuclear submarine facility before it inadvertently landed in the 
water’ (UK CAA 2014b). Therefore, the second charge was for flying the UAS in 
restricted airspace over a nuclear installation pursuant to Air Navigation Regula-
tions (2007), Regulation 3(2).47

The breaches of UK law by Knowles were deemed by the UK CAA to be of ‘suf-
ficient seriousness’ to warrant prosecution.48 Consequently, the case was brought 
by the UK CAA to Furness and District Magistrates’ Court and presented in front 
of District Judge Gerald Chalk.49 On 1 April, 2014, Knowles was found guilty and 
fined £800 plus costs of £3500.50 This may prove to be the first of many cases, and 
it also highlights the potential necessity for national laws in the absence of compre-
hensive international rules.51

Conclusion

While the technical capabilities of UAS are increasing, and their civil, military and 
strategic uses are being enhanced, the regulation of their operation is still in a phase 
of development. Several bodies are closely researching the subject and formulating 
rules or proposals for rules. Among them are ICAO as the worldwide regulator, EU-
ROCONTROL as the European organisation for the safety and efficiency of ATM 
in Europe and the EU.

For the time being, national regulations must fill gaps which international and 
European regulations have not yet filled. As is shown in this work, bodies are un-
dertaking efforts to contribute to a more comprehensive body of rules, taking into 
account the special characteristics of UAS.

As always in aviation, safety takes a prominent role in rule-making. The distinc-
tion between civil and military rules importantly affect the level of regulation, that 
is, international, European or national, and the competencies of the concerned bod-

46  ‘Subject to paragraph (4), during take-off or landing, a small unmanned surveillance aircraft 
must not be flown within 30 metres of any person’ (CAP393 2014, Article 167(3)).
47 ‘Subject to regulations 4–13, no aircraft is to fly over a nuclear installation to which this regula-
tion applies below the height above mean sea level specified in Column 4 of the Second Schedule 
opposite its name’ (Air Navigation Regulation 2007, Regulation 3(2)).
48 See UK CAA (2009).
49 Justices of the peace are locally sourced volunteers with no required formal legal qualifications, 
and these usually preside over cases at the magistrates’ court. However, in more complex or sensi-
tive cases, district judges, which are legally qualified, paid and full-time professionals, may hear 
the case.
50 Most cases held at a magistrates’ court are brought to court by the Crown Prosecution Service 
(CPS), but due to the content of the case, the UK CAA prosecuted.
51 See BBC (2014).
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ies. Next to safety, security protection of rights of individuals, management of the 
operations, liability and insurance must be addressed.

All in all, operation of UAS presents a complex and challenging subject for fur-
ther research. The Institute of Criminology of the University of Ljubljana should be 
congratulated for tackling it in a multifaceted approach.52
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Chapter 10
Droning on About Journalism: Remotely Piloted 
Aircraft and Newsgathering

David Goldberg

Introduction

We are not using it as a drone. That is completely the wrong terminology to use to describe 
it. We see it as a flying camera (Hannen 2014).

Newer technologies generate activity for policy-makers and legislators as well as 
techno-panics for citizens, activists and academics (International Council on Hu-
man Rights Policy 2011):

A moral panic occurs when a segment of society believes that the behavior or moral choices 
of others within that society poses a significant risk to the society as a whole. By extension, 
a ‘techno-panic’ is simply a moral panic that centers around societal fears about a specific 
contemporary technology (or technological activity) instead of merely the content flowing 
over that technology or medium (Technology Liberation Front 2014).

Thus, ‘air law’ became established on 23 April 1784, when:
a French police directive was issued aimed directly and exclusively at the balloons of the 
Montgolfier Brothers: in order to protect the population, flights were not to take place with-
out prior authorization (Giemulla and Weber 2011).

The response to the developing drones market is no exception to this sociological 
rule. In addition, to account for some of the anxiety so evident in certain quarters, 
it is suggested that one particular reason is because of the way images of drones are 
presented. These make them resemble scary flying creatures from the dinosaur era 
or tiny insects, thus playing into fear of dinosaurs (ornithoscelidaphobia) or fear of 
insects (entomophobia).
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In this chapter, the term ‘remotely piloted aircraft’ (RPA) will be substituted for 
the word ‘drone’.1 It is technically precise and corresponds to contemporary us-
age (International Civil Aviation Organization 2011; UK Civil Aviation Authority 
2012). It also pays homage to a little-known historical fact: present day remotely 
piloted aircraft owe their technology to the brainchild of Nikola Tesla, who patented 
the ‘teleautomaton’. He presented his invention at Madison Square Gardenʼs first 
electrical exhibition in September 1898:

On a rainy September day in 1898 Nikola Tesla presented at Madison Square Gardenʼs first 
Electrical Exhibition a new invention that he called a ‘teleautomaton’. The invention was 
the first ever radio controlled device in the form of a miniature boat. He had two devices 
one that could be remote controlled above water and another that had a hidden loop antenna 
and could be controlled under water (Sachs 2010).2

Further, the term foregrounds two crucial aspects of this type of vehicle. First, it is 
often imagined that RPAs are unmanned because there is no human being on board. 
But the RPA is not literally ‘unmanned’ as there is a human operator (the pilot-in-
command) operating and (hopefully) controlling/monitoring it ideally in conjunc-
tion with an observer too. Actually, the RPA is usually part of a system:

…the unmanned aircraft (UA) [sic] and all of the associated support equipment, control 
station, data links, telemetry, communications and navigation equipment, etc., necessary to 
operate the unmanned aircraft (Federal Aviation Administration 2014c).

Second, from a regulatory and legal perspective, the remotely piloted vehicle is an 
aircraft. This point will be amplified later.

However, in order not to become entangled in what Mark Corcoran calls a ‘defi-
nition dogfight’, the phrase ‘drone journalism’ is acceptable (and corresponds to 
normal usage) when referring to the use of RPAs by mainstream media enterprises 
and journalists as well as citizen journalists in the pursuit of journalism (Corcoran 
2014). Unlike military applications, most drone journalism uses a remotely con-
trolled quod or octo helicopter with an on-board camera attached (Goldberg et al. 
2013).3

There are already many civilian, that is, nonmilitary and non-state, applications 
for RPAs and these are set to increase. The future will be limited only by human 
imagination (Increasing Human Potential 2014a). Amongst such uses are, inter 

1 Widely so-called, the origin of the word ‘drones’is less well known. It seems that, in 1931, ‘…
the British developed the Fairey “Queen” radio-controlled target from the Fairey IIIF floatplane, 
building a batch of three, and in 1935 followed up this experiment by producing larger numbers of 
another RC target, the “DH.82B Queen Bee”, derived from the de Havilland Tiger Moth biplane 
trainer. Through some convoluted path, the name of “Queen Bee” is said to have led to the use of 
the term “drone” for remote-controlled aircraft’ (Goebel).
2 See also Weber (2010), Tesla Memorial Society of New York (n.d.) and Nikola Tesla Museum 
(n.d.). For the patent, method of, and apparatus for controlling mechanism of moving vessels or 
vehicles, see Tesla (1898).
3 See also, BBC News (2013). A tweak to the phrase ‘drone journalism’ is “sensor journalism”: 
see Pitt (2014).
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alia: carrying cargo (widely tipped to become a major application—see Insinna 
2014; Flying Donkey Challenge 2012–2014); film, television and advertisement 
production;4 wildfire detection and management (Campbell 2014); monitoring 
threats to vulnerable animals and birds (e.g., Shadowview Foundation n.d.)—as 
well as drone-assisted hunting; pollution monitoring; property selling by local 
estate agents; event security; traffic and road accident monitoring; disaster relief 
(e.g., Humanitarian UAV Network n.d.); search and rescue; post-natural disaster 
services; first responder assistance—for example, fire services, fisheries manage-
ment, pipeline monitoring and oil and gas security, meteorology—storm tracking 
and tornado and hurricane research; airplane safety checking; remote aerial map-
ping (e.g., Drone Adventures n.d.); book and other consumer products delivery 
(e.g., Amazonʼs PrimeAir); distribution of medicinal products; tree-mapping (BBC 
News 2014b); transmission line inspection; infrastructure security monitoring, for 
example, ports (The National 2014); and sports analytics (Increasing Human Po-
tential 2014a; McClatchy 2013). Some believe that in addition to cargo, the biggest 
sector will be ‘precision agriculture’, for example, crop inspection and management 
as well as surveying.5 There will be quirky uses too, for example, the Archdiocese 
of Washington purchased a ‘hubcap size’ RPA which was deployed to:

…videotape crowds participating in a procession marking the canonizations of popes 
John Paul II and John the 23rd (now called St. John Paul II and St. John the 23rd). The 
video images captured by the drone-mounted camera were used in a YouTube mashup the 
archdiocese made, mixing soaring classical music and scenes from an earlier indoor Mass 
(Increasing Human Potential 2014b).6

4 Colloquially, ‘drone cinematography,’ see http://www.rollingstone.com/movies/news/drones-and-
the-future-of-movies-20131028. See also, http://www.npr.org/blogs/alltechconsidered/2014/05/ 
16/312487924/are-filmmakers-using-drones-illegally-looks-like-it; and http://www.iol.co.za/
capetimes/film-industry-concerned-about-camera-drone-ban-1.1689174#.U3YcqPldWSp. 
Speaking for the US film industry, Howard Gantman, Motion Picture Association of America 
(MPAA) spokesperson, has stated: ‘What we are looking for is line-of-sight things [sic] that can be 
utilized in innovative ways…These could be used much more safely than going up a tree and much 
more cheaply than renting a helicopter’; and now, see Federal Aviation Administration (2014a).

As Timothy Ravich (2014) notes, in the context of movies, ‘In any event, while this is a step 
in the right direction—rewarding credentialed, safety-conscience “drone” users—this seems out of 
sorts with the First Amendment guarantee of free speech. Isn’t a movie a form of expression (yes, 
the Supreme Court of the United States said in 1952)? Will the FAA exempt certain movie studios 
and not others?’ Ravich is referring to Joseph Burstyn, Inc. v. Wilson (1952).
5 ‘You can take a simple UAV and repurpose imagery for a farmerʼs field for cents on the dollar 
compared to using traditional aircraft. The biggest potential for Unmanned Aerial Vehicles is aerial 
images and data acquisition’(Green 2013). See also the US Senate Committee on Commerce, 
Science, and Transportation (2014); Federal Aviation Administration (2014a); Association for Un-
manned Vehicle Systems International’s (AUVSIʼs) Unmanned Systems Mission Critical (2014); 
and OʼConnell (2014).
6 Potentially problematic was the use of the RPA within a prohibited radius of Reagan National 
Airport—the ‘Flight Restricted Zone (FRZ), a roughly 10-nautical-mile area centered around Rea-
gan National Airport in Virginia’ (Miller 2014).
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However, the only civil commercial application dealt with in this chapter is using 
RPAs to gather information for journalism (Frontline Club London 2013; Collins 
2014)—as noted, supra, colloquially called ‘drone journalism’7—by media compa-
nies, journalists and/or any citizen journalist engaged in newsgathering (Biederman 
Institute Conference 2014; Osterreicher 2014).

The key claim of the chapter is that this application engages a fundamental hu-
man right, namely, the general right to freedom of expression and, specifically, the 
right to receive ideas and information (as well as the component rights needed to 
make it a reality). Thus, the use of RPAs by media companies and/or citizen jour-
nalists raises unique concerns and issues because such use engages (elements of) 
the right to freedom of expression. Actually, the threshold right is arguably the right 
to access the communications technology that an RPA is in such situations (Herr 
2013). Any general restriction(s) on using RPAs, which, a fortiori embrace news-
gathering, would amount to a prima facie infringement of this right. Only if, in casu, 
extremely strong compelling overriding considerations defending and promoting 
another protected interest(s), for example, someoneʼs purported right to respect for 
their private and family life or home, would the right to use an RPA in that specific, 
fact-limited context be trumped. At the very least, in the absence of carrying out an 
explicit exercise balancing the competing interests involved, any restriction would 
be challengeable as procedurally flawed.

Before concluding this introduction, the point already made, namely, that from 
a regulatory and legal perspective, the RPA is an aircraft, will be amplified. Under-
standing that RPAs are ‘aircraft’ produces a novel situation.8 It is a truism that media 
organisations and media lawyers currently engage with a range of media regulators 
and laws. For example, there are laws protecting the reputation of subjects of media 
reporting, states jealously guard their national security by punishing disclosure of 
official secrets, the revenue of the media is affected by advertising rules, broad-
casting is subject to being granted a national regulatorʼs licence, and community 
standards are upheld by laws criminalising obscene speech, etc. But one regulator 
and legal regime that tends to be far removed from the consciousness of media com-
panies, citizen journalists and their advisers, is the national aviation regulator and 
air law and rules, whether national, regional, or international. This is set to change. 
The safety dividend, small size, portability and low cost of RPAs will mean that the 
media companies etc. will themselves own and operate the vehicles directly. Such 
users will not only be more aware of the rules and regulations governing such ac-
tivities but they will have to be so because they will be directly legally liable when 
things go wrong—as they inevitably will do (Merlin 2013). Conversely, national 
aviation regulators will have to understand that their decisions—in this context, 
who, if anyone, to permit to fly and under what conditions—might be met by a chal-
lenge using human rights law and jurisprudence concerning freedom of expression. 
In a nutshell, when media companies and citizen journalists (and content producers) 

7 See Drone Journalism Lab and Professional Society of Drone Journalists.
8 An RPA is an ‘aircraft’ because it falls within the ICAO definition of an aircraft: ‘Any machine 
that can derive support in the atmosphere from the reactions of the air other than the reactions of 
the air against the Earth’s surface’ (UK Civil Aviation Authority 2012).
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deploy RPAs, the new tool in the newsgathering toolbox in particular for the profes-
sional media lawyer becomes—aviation regulation and law.

RPAs and Drone Journalism: Twenty-First-Century 
Photojournalism

As noted in the introduction, this chapter is concerned with one and only one spe-
cific RPA application, namely, the pursuit of newsworthy information whether by 
mainstream news media or citizen journalists using RPAs as one tool in the journal-
istic toolbox. The focus is on what is known as ‘responsible journalism’, i.e., what 
the Australian Law Reform Commission describes as ‘journalistic activities [offer-
ing] significant public benefit’. This is to be distinguished from activities which are 
not journalistic in nature, where the public interest in a matter is trivial, or where the 
matter is merely of interest to the public or for the purposes of gossip (Australian 
Law Reform Commission 2014).9

Thus, in this chapter, ‘Journalism’ is understood to mean public interest report-
ing and publishing and all that it entails and not anything and everything that ap-
pears in a publication, whether perceived as a ‘newspaper’ or not.

Becoming ever more cheap, light and portable, the desire to deploy RPAs with 
HD cameras and other sensors aboard is set to increase over time.10 This is nothing 
but the contemporary manifestation of the urge that has animated photojournalism 
since its earliest days: to deploy the (relatively) latest technologies when perceived 
benefits to telling the story warrant doing so.11 For example, in 1906:

the devastation of San Francisco after the…earthquake and fire was captured by George 
R. Lawrence, using a camera attached to a string of kites high above the city. His specially 
designed large-format camera had a curved film plate to provide panoramic images, which 
remain some of the largest aerial exposures ever taken. The camera, which was large and 

9 ‘Historically, “responsible journalism” was developed as a defence to defamation in Reynolds v. 
Times Newspapers Ltd. Despite being crafted in the context of defamation, several of the matters 
listed by Nicholls LJ are relevant in the context of surveillance. For example, the seriousness of the 
conduct being investigated by a journalist, the likely strength of the individual under surveillance 
as a source of information, the likely nature of the information obtained, and the urgency of the 
matter may be relevant considerations’(Australian Law Reform Commission 2014, Para 14.65).
10 ‘Parrot has added a new model to its line of airborne drones—the Bebop…the lightweight Be-
bop includes some snappy features, such as built-in image stabilization, a 14-megapixel camera 
with a fish-eye lens, and support for the Oculus Rift virtual reality headset’ (Mello 2014). See also 
Stone (2014).
11 ‘The first known aerial photograph was taken in 1858 by French photographer and balloonist, 
Gaspar Felix Tournachon, known as “Nadar”. In 1855 he had patented the idea of using aerial pho-
tographs in mapmaking and surveying, but it took him 3 years of experimenting before he success-
fully produced the very first aerial photograph’ (PAPA International 2014). PAPA has a webpage 
about RPAs, asking members to respect local laws and regulations: http://www.papainternational.
org/uas.asp. In 2011, The Museum of London held an exhibition of street photography dating from 
1860 (see Urban75 2011).
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extremely heavy, took as many as 17 kites to lift it 2000 ft into the air. Lawrence also used lad-
ders and high towers to capture lower level ‘aerial’ photographs (PAPA International 2014).

‘Photojournalism’ as such:
…emerged as a distinctive form of photography in the late 1920s and early 1930s. The 
term denoted picture making that was spontaneous, topical and rapid. This was facilitated 
by the introduction of small, hand-held cameras such as the Ermanox and the Leica, which 
enabled photographers to record fast-moving events and catch their subjects unawares (Vic-
toria and Albert Museum 2014; Collins, various dates).

Drone journalism is simply twenty-first-century photojournalism—deploying a 
newish platform for aerial photography for the purpose of newsgathering. Another 
illustration in the development of aerial photojournalism is the invention of the 
‘newscopter’. In 1958, American John Silva, the ‘father of helicopter journalism’:

…converted a small helicopter into the first airborne virtual television studio. The KTLA 
‘Telecopter,’ as it was called by the Los Angeles station where Mr. Silva was the chief engi-
neer, became the basic tool of live television traffic reporting, disaster coverage and that 
most famous glued-to-the-tube moment in the modern era of celebrity-gawking, the 1994 
broadcast of O. J. Simpson leading a motorcade of pursuers on Los Angeles freeways after 
his former wife and a friend of hers were killed (Pool 2012).

There were numerous technical challenges to overcome:
For one, the standard camera equipment literally weighed a ton. Keeping the project closely 
guarded, lest competing stations get wind of it, Silva designed and machined lighter equip-
ment using aluminum parts to bring the weight below the 368-pound FAA limit. He also 
added a shock absorbing stabilization system and a helical antenna that extended below the 
body of the helicopter (Eschoff 2013).

In conformity with the sociological rule described in the introduction, social reac-
tions to LA area copters were analogous to the current reaction to RPAs:

Lots of homeowners and a few orchestra conductors (whoʼve walked off the Hollywood 
Bowl stage in protest) are tired of the noisy company of tourist, paparazzo, news, and police 
helicopters, their jet engines roaring and blades thwacking the night air… The imagery of 
a circling bird is appropriate. When a police helicopter works a crime scene, it follows a 
tight orbit, generally at three or four hundred feet for better observation, aided at night by 
million-candlepower searchlights. The lights, the engine noise, and the staccato of rotor 
blades biting into the air can feel menacing to anyone on the ground, law-abiding or not 
(Waldie 2013).12

2011 was a seminal year. It was reported that the US Federal Aviation Authority was 
‘looking into’ a NewsCorp publication called The Daily (now defunct) because it 
had used a small RPA to monitor storm damage in Alabama and flooding in North 
Dakota (Hill 2011). In November, Matt Waite launched the Drone Journalism Lab 
at the College of Journalism and Mass Communications, University of Nebraska-
Lincoln ‘…as part of a broad digital journalism and innovation strategy’ and has 
since received a $50,000 grant from the Knight Foundation (Drone Journalism 
Lab (n.d.); Waite 2013). In another 2011 development, the Professional Society of 

12 The ACLU does think there is a difference between helicopters and drones (see Stanley 2013).
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Drone Journalists was created by Matthew Schroyer;13 it now boasts more than 300 
members in 35 countries. Since then, in many countries globally, the use of RPAs 
for newsgathering has been reported as follows (Levine 2014):

• Russia

Russians went to Bolotnaya Square in Moscow to protest election fraud; AirPano 
sent up a remote-controlled hexacopter to take pictures showing the scale of the 
crowd (Nurlybayeva 2012).

• Italy

The Milan leg of the tour Tsunami Beppe Grillo was picked up by over 100 m high, 
and CBS commissioned an Italian company to film the wreck of the Costa Concor-
dia with a drone (Caputo 2013).

• Poland

A civilian-operated RC copter filmed riots in Warsaw (Reed 2011).

• Argentina

One group of citizen journalists took matters into their own hands by flying a drone 
over the crowds to show the large scale of a rally (Al Jazeera 2012).

• Ukraine

Drone covers the chaos in Ukraine (Ariens 2014).
Dramatic drone footage captures battle for central Kiev square (Globally 2014).

• Balkans

Aerial drone footage shows scale of flooding (The Telegraph 2014).

• Turkey

Police clash at Taksim Gezi Park (Drone Journalist 2014; ABC News 2014b).

• Philipines

Ten days after Super Typhoon Haiyan ripped through the Philippines, CNN used an 
aerial drone to get a birdʼs eye view of what was left standing in Tacloban (Penhaul 
2013).14

• Pakistan

Geo News, Pakistanʼs most popular news channel, is in the process of experiment-
ing with 2 DJI Phantoms, plans for which call for assisting in gathering footage for 
the network (Usmani 2014).

13 See the Code of Ethics for Drone Journalists on the PSDJ website.
14 CNN actually has a webpage that requests people to submit their drone images saying, ‘We’ll 
feature the best on CNN.com/Tech’ (http://ireport.cnn.com/topics/1098143). Accessed 22 Sept 
2014.
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In Latin America, RPAs have been deployed for drone journalism to quite some 
extent:

…El Salvador newspaper La Prensa Gráfica became one of the nationʼs first outlets to 
gather news with drones after purchasing three unmanned aerial vehicles, a pattern that 
other news media in Latin America are following, according to news website GlobalPost. 
The Salvadoran outlet uses its drones primarily to shoot aerial video or photographs of big 
crowds gathered for events, long traffic jams, or even simply natural and artificial land-
marks around the nationʼs capital of San Salvador…. This is one of a growing roster of 
Latin American nations, including Brazil, Mexico and Peru, where news outlets are deploy-
ing the aircraft in reporting. Limaʼs major daily El Comercio dispatched a drone to cover a 
massive downtown fire in December, and Mexicoʼs Grupo Reforma flew one over student 
protests in Mexico City. Vladimir Lara, chief of photography at El Salvadorʼs La Prensa 
Grafica, said pictures taken from the sky garner up to 70 percent more views than tradi-
tional photographs on the newspaperʼs website (Stark 2014).15

However, ironically, on one occasion, a gossip news company denied it was plan-
ning to use RPAs for its business:

TMZ is NOT getting in the DRONE business…we donʼt have a drone…we donʼt want a 
drone…we never applied for a drone…despite a bogus report to the contrary (TMZ 2012).

Finally, it is also worth pointing out that not all arguments made for accelerating the 
regulatory conditions favouring the legal deployment of RPAs for drone journal-
ism are predicated on freedom of expression grounds. A wholly different argument 
concerns enhancing the safety of and protection for human lives. This consideration 
is urged by news broadcasting servicesʼ correspondents and citizen journalists who 
see significant benefits in being able to witness and report indirectly on happenings 
in potentially hazardous trouble spots, without risking, possibly unnecessarily or 
recklessly, the life and limb of the reporter:

Small drones offer considerable advantages for news staff deployed on high risk assign-
ments such as wars, civil unrest and natural disasters…Drone technology offers great 
potential for news-gatherers…but there are some important qualifications. Journalism is 
about people and personal contact and UAVs should not be seen as an easy substitute for the 
journalist or news team on the ground. The drone is a camera platform, a tool to be incor-
porated among all the other news-gathering technology and professional skills a journalist 
uses on hazardous assignments… (Corcoran 2014).

In conclusion, what primarily differentiates drone journalism from any other ap-
plication is that it engages the right to freedom of expression and specific elements 
thereof. This is not about justifying ‘speakerʼs right(s)’, but rather, the right(s) of 
the reader/viewer/audience to receive video data/information. The use also engages 
the component right, namely, to access and use any communications technology.

15 For that region generally see Sánchez (2014)..
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Facilitating Maximum Feasible Use of RPAs for Drone 
Journalism

This section of the chapter sets out three scenarios and corresponding arguments 
that drone journalists should make to facilitate the maximum feasible use of RPAs 
for drone journalism. However, any such use is fully acknowledged to be with-
out prejudice to the duty of the aviation regulator to order the use of the national 
airspace in the paramount interest of safety, the key normative and operational 
challenge being to integrate the use of RPAs in the domestic airspace (Dolan and 
Thomson 2013; Committee on Autonomy Research for Civil Aviation 2014; ABC 
News 2014c; Rosen 2014). Actually, at least a degree of safety may be achieved 
with a technological fix. In the context of avoiding certain air spaces, for example, 
around airports, one manufacturer’s RPAs can be programmed with a so-called 
‘geo-fence’, software that provides global positioning satellite (GPS) guidance (no 
fly zone technology).16

The drones will be blocked from operating near 350 airports around the world by creating 
an electronic ‘geo-fence’ around airports to reduce the risk of collision between drones and 
manned aircraft.

With that caveat, the three scenarios are as follows.

i) Scenario One

There is either a general prohibition on using RPAs for ‘commercial’ or ‘business’ 
purposes deemed to include drone journalism or no norm(s) positively facilitating 
such use.

ii) Scenario Two

Using RPAs for drone journalism is legal either generally or on an ad hoc basis—
but is opposed by the claim that to do so shall, or is likely to, seriously infringe civil 
liberties/human rights—most frequently stated to be someoneʼs ‘right to privacy’.17

iii) Scenario Three

A specific problem with drone journalism using, for example, a nano- or micro-RPA 
is alleged to be that the subjects of investigation might not realise that they are being 
surveilled, or being surveilled in an RPA-specific manner, because of the smallness 
of the RPAs and/or other technical capacities, for example, silence, mobility and 
endurance.

16 ‘DJI’s No Fly Zone system creates a curious technological and sovereignty precedent. The ini-
tiative will effectively give a Chinese company indirect control over the movement of unmanned 
aircraft in Australian airspace—and in the skies of dozens of other nations. While DJI says its 
initiative is solely motivated by safety, there are concerns that drone flying restrictions could be 
easily exploited for political censorship’ (ABC News 2014a).
17 This phrase conveniently ignores the legal fact that there is no ‘right to privacy’ simpliciter in 
the European Convention on Human Rights (or in the US Constitution).
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With regard to each scenario, a range of pro-deployment arguments can be iden-
tified, as follows.

Re Scenario One There is either a general prohibition on using RPAs for ‘com-
mercial’ or ‘business’ purposes deemed to include drone journalism or no norm(s) 
positively facilitating such use.

Just because drone journalism is neither a military nor state nor recreational 
use of an RPA, it is simply wrong to claim it is a commercial or ‘business’ use of 
an RPA. It is a conceptual confusion to conflate them. Deploying an RPA for the 
purpose of drone journalism prima facie engages the (human) right to freedom of 
expression and, in particular, the right to pursue activities precedent to facilitating 
people’s right to receive ideas and information. As has been said:

…a complete ban misunderstands journalism as a purely commercial activity rather than a 
constitutionally-protected right to gather and disseminate news, covered in the First Amend-
ment…This overly broad policy [sic], implemented through a patchwork of regulatory and 
policy statements and an ad hoc cease-and-desist enforcement process, has an impermissi-
ble chilling effect on the First Amendment newsgathering rights of journalists (Cruz 2014).

A general ban would constitute a prima facie infringement of the userʼs right to 
freedom of expression under, for example, Article 10 of the European Convention 
on Human Rights or an equivalent regime, for example, the US Constitutionʼs First 
Amendment. The most systematic argument that a ban on using RPAs for newsgath-
ering as part of a general ban on ‘commercial’ uses is an impermissible infringe-
ment of the right to expression (in that jurisdiction, the First Amendment) has been 
presented by 16 American news organisations in an amici brief submitted to the US 
National Transportation Safety Board (May 2014). Regarding the FAAʼs general 
ban on ‘business’ uses by RPAs, it states:

The FAAʼs position is untenable as it rests on a fundamental misunderstanding about jour-
nalism. News gathering is not a ‘business purpose’: It is a First Amendment right. Indeed, 
contrary to the FAAʼs complete shutdown of an entirely new means to gather the news, the 
remainder of the federal government, in legislation, regulation and adjudication, has recog-
nized that, in the eyes of the law, journalism is not like other businesses. The government in 
a myriad of measures has long accommodated the bedrock First Amendment principle that 
‘without some protection for seeking out the news, freedom of the press could be eviscer-
ated ( Branzburg v. Hayes, 408 U.S. 665, 702, 1972)’.18

Earlier, the US Congressional Research Service (CRS) published a report, ‘Integra-
tion of Drones into Domestic Airspace: Selected Legal Issues’, which contains a 
section entitled ‘First Amendment and Newsgathering Activities’. Having consid-
ered other interests (e.g., privacy), the CRS counsels, giving proper regard to:

…the publicʼs countervailing concern in securing the free flow of information that inevita-
bly feeds the ‘free trade of ideas’ (Dolan and Thomson 2013).

Further, even if the regulator permits deployment of RPAs for drone journalism on 
an ad hoc, case-by-case decision-making process authorising (or otherwise) X to 
fly an RPA, a question arises: Has the authority explicitly conducted the necessary 
balancing exercise weighing freedom of expression considerations, for example, 

18 See, United States of America National Transportation Safety Board (2013).
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is any ban ‘necessary in a democratic society’ in coming to its determination? Has 
there been consistency between the agencyʼs decisions? Is there an independent 
appeal process from an agency decision? For example, the FAA has announced it is 
considering requests from

…seven aerial photo and video production companies [that] have asked for regulatory 
exemptions that would allow the film and television industry to use unmanned aircraft sys-
tems (UAS) with FAA approval for the first time (Federal Aviation Administration 2014a).19

Commenting, Timothy Ravich notes:
In any event, while this is a step in the right direction—rewarding credentialed, safety-
conscience ‘drone’ users—this seems out of sorts with the First Amendment guarantee of 
free speech. Isn’t a movie a form of expression (yes, the Supreme Court of the United States 
said in 1952)? Will the FAA exempt certain movie studios and not others? [emphasis added] 
(Ravich 2014)20

The key claim of the chapter requires understanding that, as the CRS report notes, 
what is protected is not only forms of speech or content, but also:

…conduct that is ‘necessary for, or integrally tied to, acts of expression’…other conduct 
that is not expressive in itself, but is ‘necessary to accord full meaning and substance to 
those guarantees’.

In like manner, the European Court of Human Rights has been supportive of activi-
ties which underpin not only publication but also newsgathering activities required 
to obtain material on which to base subsequent publication; a fortiori it is argued 
here that this support would extend to the use of RPAs to do this work (see Voorhoof 
2014b). Key has been the courtʼs jurisprudence regarding protecting the identity 
of journalists’ sources and the protection from unjustified search and seizures of 
journalistic material.

The ‘leading case’, decided by the Grand Chamber of the Court, is Sanoma 
Uitgevers B.V. v. the Netherlands (European Court of Human Rights 2010). The 
case concerned photographs to be used for an article on illegal car racing, which a 
Dutch magazine publishing company was compelled to hand over to police inves-
tigating another crime, despite the journalist’s strong objections to being forced 
to divulge material capable of identifying confidential sources. The Court found 
that the interference with the applicant companyʼs freedom of expression had not 
been ‘prescribed by law’, there having been no procedure with adequate legal safe-
guards available to the applicant company to enable an independent assessment as 
to whether the interest of the criminal investigation overrode the public interest in 
the protection of journalistic sources. The Court reaffirmed its position in Telegraaf 
Media Nederland Landelijke Media B.V. and Others v. the Netherlands (European 
Court of Human Rights 2012). The Court stated:

Freedom of expression constitutes one of the essential foundations of a democratic society 
and the safeguards to be afforded to the press are of particular importance. Whilst the press 

19 The FAA has also licenced BP and AeroVironment to fly an AeroVironment Puma AE for aerial 
surveys in Alaska—the first time the FAA has authorized a commercial UAS operation over land 
(Federal Aviation Administration  2014b) rized a commercial UAS operation o.
20 Ravich is referring to Joseph Burstyn, Inc. v. Wilson, 343 U.S. 495 (1952).
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must not overstep the bounds set, not only does the press have the task of imparting such 
information and ideas: the public also has a right to receive them. Were it otherwise, the 
press would be unable to play its vital role of ‘public watchdog’ ( Observer and Guardian 
v. the United Kingdom, 26 November 1991, § 59, Series A no. 216) The right of journalists 
to protect their sources is part of the freedom to ‘receive and impart information and ideas 
without interference by public authorities’ protected by Article ten of the Convention and 
serves as one of its important safeguards. It is a cornerstone of freedom of the press, without 
which sources may be deterred from assisting the press in informing the public on matters 
of public interest. As a result the vital public-watchdog role of the press may be undermined 
and the ability of the press to provide accurate and reliable information to the public may 
be adversely affected.

The Court has always subjected the safeguards for respect of freedom of expression in cases 
under Article ten of the Convention to special scrutiny. Having regard to the importance of 
the protection of journalistic sources for press freedom in a democratic society, an interfer-
ence cannot be compatible with Article ten of the Convention unless it is justified by an 
overriding requirement in the public interest [emphasis added].

One last argument: RPAs deployed with payloads such as electro-optic cameras to 
relay video data to journalists or media organisations should be understood as indi-
rectly ‘communications technologies’.21 The RPA is simply the ‘donkey’/platform 
facilitating the carriage of a camera (or other sensors—see Mesich 2014), which 
records and/or relays images to a ground receiver/station. Robin Elizabeth Herr has 
argued, in another situation:

Human rights scrutiny is a necessary component of any effort to ensure that communication 
technology can be effectively adopted and used.

Herr has proposed
a model to solve…access problems based on the case law of the European Court of Human 
Rights…. Khurshid Mustafa and Tarzibachi v. Sweden supports the adoption of that [sic] 
technology without unjustified restriction by the state or private individuals…no matter 
what type of communication technology is used, there exists a general right of access to all 
forms of information [emphasis added] (Herr 2013).

Re Scenario Two: Privacy Rights (Do Not) Trump Using RPAs for drone journal-
ism is legal either generally or on an ad hoc basis—but is opposed by the claim 
that to do so is, or is likely to, seriously infringe civil liberties/human rights—most 
frequently stated to be someoneʼs ‘right to privacy’.

Even if RPAs are legally permitted to fly for the purpose of drone journalism—
whether on an ad hoc, case-by-case basis, or in virtue of a general, sectoral permis-
sion—opposition, robust concerns and challenges are expressed in the name of civil 
liberties, most usually the so-called ‘right to privacy’. The paradigmatic tone is 
rather of the ‘what if’ variety, for example,

…the next privacy scandal in waiting is the story of drones. Not military drones, but 
increasingly widespread use of drones for agriculture, disaster areas and emergencies, 
archaeology, forestry and property management, among others.

21 RPAs are part of what has been called ENG—‘electronic news gathering’. See McGrath (n.d.).
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Drones are banned in London and canʼt be used below a certain height in residential areas. 
But how many uses could there be for a small, silent, fast, remote-controlled drone? How 
long before the first sunbathing politician is snapped on holiday? If the public is banned 
from a venue, or refused access to private land, or if a property is under siege from journal-
ists, how long before a drone is used for high-quality aerial video? (Kiss 2014)

Many states within the USA have considered bills and resolutions regarding RPAs. 
Most of them are privacy protection measures that would restrict the use of drones 
and set limits on the collection and storage of data (See Domestic Drone Infor-
mation Center n.d.; Williams 2014; and Johnson 2014). Yet, at best, the interests 
asserted in these anti-RPAs laws are simply competing or conflicting interests. Con-
flicting values or interests are just that—conflicting. The UK House of Lords (now 
Supreme Court) identified the correct approach when rights compete, for example, 
the right to gather information to facilitate the publicʼs right to receive information 
on the one hand and a right to respect for another right, in casu, someoneʼs private 
and family life on the other. First, neither article has as such precedence over the 
other. Secondly, where the values under the two articles are in conflict, an intense 
focus on the comparative importance of the specific rights being claimed in the in-
dividual case is necessary. Thirdly, the justifications for interfering with or restrict-
ing each right must be taken into account. Finally, the proportionality test must be 
applied to each (Re S (FC) (a Child) 2004).

Thus, in any given fact, pattern, or situation, there may well be, for example, an 
infringement of Xʼs privacy—but, in casu, it is justifiable because the appropriate 
balancing exercise would give preeminence to the right to freedom of expression. 
Simply asserting that some activity is a ‘breach of privacy’ is not in per se a con-
clusive, knock-down argument, but the beginning of a complex exercise weigh-
ing competing interests. The words of the UK Information Commissionerʼs Draft 
CCTV Code of Practice are instructive:

The use of conventional cameras (not CCTV) by the news media or for artistic purposes 
such as for film making are not covered by this code as an exemption within the DPA 
applies to such activities that are carried out for journalistic, artistic and literary purposes 
(Information Commissioner’s Office 2014).

What needs to be foregrounded in the dispute between pro-privacy restrictionists 
and pro-drone journalism RPA deployers is the relevance and status of the exemp-
tion or defence for activities in pursuit of newsgathering. The matter is well set out 
by the Australian Law Reform Commission (ALRC). The issue is whether, in the 
circumstances, even if there is an infringement of someoneʼs right to respect for 
their privacy that is defensible or comes within the scope of an exemption. The 
ALRC states:

…some legitimate uses of surveillance devices by journalists may place journalists at risk 
of committing an offence under existing surveillance device laws. Responsible journalism 
is an important public interest and should be protected. Journalists and media organisations 
should not be placed at risk of committing a criminal offence in carrying out legitimate 
journalistic activities. The ALRC has therefore proposed a ‘responsible journalism’ defence 
to surveillance device laws. This defence should be confined to responsible journalism 
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involving the investigation of matters of public concern and importance, such as the expo-
sure of corruption [emphasis added] (ALRC 2014).22

In sum, there are a number of problems with the claim that RPA’s deployment is 
inherently problematic because they intrude on civil liberties, are a threat to pri-
vacy and are ‘spies in the sky’.23 In the context of pursuing responsible journalism 
deploying RPAs, any right to respect for private and family life should give way to 
the public interest in the public’s right to be informed. Further, no general privacy-
protecting regulation can be useful as it will inevitably be overbroad and general, 
basing regulations on hypothetical or imaginary ‘threats’ or ‘harms’. Indeed, much 
of the RPAs’ discourse contesting their deployment is fuelled by the so-called pre-
cautionary principle. This approach simply ignores or discounts those who do not 
think RPAs do constitute (much of) a threat : one might ask, who is the ‘we’ who 
objects (there are significant socioeconomic discontinuities, for example, low rental 
communities prioritise the protection that low-flying RPAs can facilitate); the is-
sue is not RPAs or even the nature/technical capacity of the payload, but only any 
intentional, systemic misuse of personal information/data constituting ‘serious’ in-
vasions of privacy (incidental, inadvertent acquisition of personal data quickly dis-
posed of cannot seriously be said to give rise to any intrusion of privacy concern). 
Finally, prioritising privacy is a relatively soft and easy concern (and hardly raises 
any issues at all not already covered in general and human rights law). More seri-
ously, it loftily ignores the serious issues involved in deployment of RPAs: How to 
safely integrate them into the national unsegregated airspace, certification, airwor-
thiness, pilot training, sense and avoid, spectrum allocation, command and control 
processes, security of data links, liability, third-party insurance, etc….

Re Scenario Three: Distinguish Between Snooping and Legitimate Subterfuge A 
specific problem with drone journalism using, for example, a nano- or micro-RPA 
is alleged to be that the subjects of investigation might not realise that they are being 
surveilled, or being surveilled in a RPA-specific manner, because of the smallness 
of the RPAs and/or other technical capacities, for example, silence, mobility and 
endurance.

The issue here is the concern that micro-RPAs may not be noticed by those who 
are being surveilled either because they are extremely small and/or are very quiet. 
However, even if the pro-privacy/anti-surveillance lobbies may have a (weak) ar-
gument in this situation, the putative infringement may well engage an exercise of 
legitimate subterfuge.

The classic statement is contained in a report published by the UK Press Com-
plaints Commission (PCC). The report was an inquiry into interception/tapping of 

22 See also Australian House of Representatives, Roundtable on Drones and Privacy (2014). Ca-
nadian regulators etc are also exercised by this issue: see, Office of the Privacy Commissioner of 
Canada (2013); Cavoukian (2012); Gersher (2014); and Block (2013).
23 See, for example, http://www.bing.com/videos/search?q=spies+in+the+sky+drones&qpvt=spie
s+in+the+sky+drones&FORM=VDRE.
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phone messages at the (then) News of the World. Illegitimate ‘snooping’ was defi-
nitely ruled out as a journalistic practice:

It is essential that the type of snooping revealed by the phone message tapping incidents 
at the News of the World is not repeated at any other newspaper or magazine. Such events 
threaten public confidence in the industry, despite the considerable change in culture and 
practice that has undoubtedly occurred over the last decade and a half, leading to greater 
accountability and respect by the press for the privacy of individuals (ALRC 2014).

But the PCC warned against ‘overreaction’, stating:
it is similarly important that the industry guards against overreaction. There is a legitimate 
place for the use of subterfuge when there are grounds in the public interest to use it and it 
is not possible to obtain information through other means. It would not be in the broader 
public interest for journalists to restrain themselves unnecessarily from using undercover 
means because of a false assumption that it is never acceptable (ALRC 2014).

A concrete illustration is the PCCʼs adjudication in the matter of Bell Pottinger 
Group v. The Independent:

A number of Bell Pottinger executives had been secretly recorded by journalists from the 
Bureau of Investigative Journalism (BIJ) who were posing as ‘clients’ seeking advice on a 
public relations strategy for the Uzbekistan government…the Commission noted that the 
newspaperʼs actions were a clear prima facie breach of Clause ten of the Code [sic] which 
states that ‘the press must not seek to obtain or publish material acquired by using hidden 
cameras or clandestine listening devices’. The test was whether a sufficient public interest 
defence could be established (Press Complaints Commission (PCC) 2012).

The Commission:
noted that the journalists had been investigating various claims that had been made about 
the activities of Bell Pottinger and other public relations firms, rather than as a means of 
confirming a specific hypothesis about Bell Pottinger in particular, but ruled that ‘the means 
employed by the journalists had been appropriately tailored to explore the allegations made 
by confidential sources about the firmʼs activities, which raised issues of significant pub-
lic interest’. It acknowledged the firmʼs position that no ‘serious impropriety’ had been 
exposed but decided that the public interest was served by subjecting the complainants’ 
methods to ‘wider scrutiny and comment, particularly at a time when the possibility of 
imposing greater regulation on the [lobbying] industry was being debated’ (Press Com-
plaints Commission (PCC) 2012).

The PCC, therefore, did not uphold Bell Pottingerʼs complaint. Thus, using RPAs 
for drone journalism even in a manner which raises the above concern should ac-
knowledge that although there may be a prima facie infringement of any ban on 
using clandestine or subterfuge methods for acquiring information; nonetheless, in 
casu, the test is (per the PCC) whether the public interest in exploring suspicions or 
allegations entails that:

the means employed by the journalists had been appropriately tailored to explore the alle-
gations made by confidential sources about the firmʼs activities, which raised issues of 
significant public interest (Press Complaints Commission (PCC) 2012).

Subterfuge is only justifiable—but it should be understood is justifiable:
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…only when there are grounds in the public interest for using it. Undercover investigative 
work has an honourable tradition and plays a vital role in exposing wrongdoing. It is part 
of an open society. But it risks being devalued if its use cannot be justified in the public 
interest (Press Complaints Commission (PCC) 2012).

Endnote

The desire and, as is asserted in this chapter, the right of drone journalists to use 
RPAs as part of their professional toolkit (just as ‘regular’ photojournalists use ‘con-
ventional’ cameras, even with long-range telephoto lenses) is currently experienc-
ing robust resistance and pushback by counter-lobbies, concerns, fears, anxieties, 
opposition—and downright hostility towards RPAs in toto.24 As is well known, the 
resistance functions around three main axes: military and weaponised use of RPAs, 
in particular, when civilian deaths ensue (see, e.g., the UK All Party Parliamentary 
Group on Drones (APPG) n.d.; Drone Wars UK n.d.; and Fair et al. 2014); the per-
ceived threat to individual privacy (see, e.g., the Australian House of Representa-
tives Standing Committee on Social Policy and Legal Affairs, round table on drones 
and privacy—Commonwealth of Australia Parliamentary Debates 2014); and the 
technical capacity of the new generation of RPAs (actually it is not the RPA so 
much as the payload) to conduct wide-ranging and intense surveillance (see, e.g., 
the European Group on Ethics in Science and New Technologies to the European 
Commission 2014). Indeed, opposing the claimed ‘anti-drone consensus’ meets the 
riposte that efforts to counter RPAs deployment:

are being impeded by those who mock the idea that domestic drones pose unique dangers 
(often the same people who mock concern over their usage on foreign soil). This dismissive 
posture is grounded not only in soft authoritarianism (a religious-type faith in the Good-
ness of US political leaders [sic] and state power generally) but also ignorance over current 
drone capabilities (Greenwald 2013).

Such concerns have led, at least in the USA, as noted above, to an anti-drone law-
fare strategy, i.e., introducing and/or adopting state-level legislation to either curtail 
the use of RPAs or to delay their introduction. There are also Federal-level initia-
tives.25 At the time of writing, no similar legislation is known to have been proposed 
or adopted anywhere else in the world. Indeed, in Australia, in May 2014, the Civil 
Aviation Safety Authority announced a consultation on the relaxation of the rules 
for RPAs under 2 kg., not least because it can see that there is no point having very 
strict but ultimately unenforceable rules (Civil Aviation Safety Authority 2014). 

24 Thierer (2013) argues that, ‘If steps must be taken to address these concerns, education and 
empowerment-based solutions represent superior approaches to dealing with them compared to a 
precautionary principle approach, which would limit beneficial learning opportunities and retard 
technological progress.’ See also Thierer (2012) and Cesca (2013).
25 See for example: National Association of Criminal Defense Lawyers (2014) see also, Tar-
geted Lethal Force Transparency Act 2014. https://beta.congress.gov/bill/113th-congress/house-
bill/4372.

https://beta.congress.gov/bill/113th-congress/house-bill/4372
https://beta.congress.gov/bill/113th-congress/house-bill/4372
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And, in the USA, the FAA has decided to consider holding discussions with various 
sectors about licensing RPA use, where the usual grounds of opposition to using 
them, for example, intrusion into personal privacy, hardly apply, namely, precision 
agriculture, film-making, pipeline and power-line inspection and oil-and-gas flue 
stack inspection industries.

Against any carte blanche opposition is the claim made in this chapter that use 
of RPAs for drone journalism engages a significant human right (or constitutionally 
or legally protected value or interest) whether established through the prism of the 
European Convention on Human Rights or any functionally equivalent regime, for 
example, the US First Amendment.26 As such, RPAs deployment cannot prima facie 
be generally prohibited. Of course, not every drone journalism use of RPAs will be 
absolutely protected any more than is the current use of technologies and techniques 
for such purposes (BBC News 2014a). It is sanguine to remember that in the UK, 
nearly 100 journalists have been arrested in connection with the so-called ‘phone 
hacking scandal’, computer misuse and…. Not all means justify the ends. What is 
argued though is that a general measure(s) precluding RPA use and a fortiori by the 
media would only be justifiable in specific circumstances when it was (as the ECtHR 
would put it) prescribed by law, for a legitimate aim, ‘necessary in a democratic soci-
ety’; and proportionate. The damage to the publicʼs right to receive information and 
ideas that any such prohibition would entail means that such a restriction would be 
highly exceptional and could only be justified in the most extreme situations. Equally, 
where there is no general permission but only a case-by-case decision on the part of 
an aviation regulator to allow a drone journalism flight(s) to take place would be sub-
ject to strict scrutiny and possible judicial review in circumstances where the requisite 
weighing of the publicʼs right to receive information had not been done explicitly.

Echoing the point made by Tom Hannen, supra, ‘We see it as a flying camera’; 
this use of RPAs can also be simply understood as a development of photography in 
public places.27 As such, what points can be deployed by media lawyers to counter 
anti-RPAs lawfare? In the UK, for example, according to Dr Michael Pritchard 
(Director-General, The Royal Photographic Society):

…the law is very clear in that there is no restriction on photography in public places. The 
Terrorism Acts do not really affect this general principle…. Sometimes defining what is 
public and what is private space can be problematic and there are a few spaces such as the 
Royal parks and Trafalgar Square which have bylaws restricting photography although 
these should not affect normal amateur photography. There are some restrictions on photo-
graphing certain designated building e.g. military bases which predate the Terrorism Acts. 
Such buildings would be signed. It is not unlawful to photograph a police officer except 
where it is done to support the commissioning of terrorism (Pritchard 2013) [emphasis 
added].28

26 Osterreicher (n.d.) has discussed whether there is a (US) constitutional right to use drones to 
collect aerial imagery.
27 See, for example, Photography Is Not a Crime: Be the Media.
28 Personal email to the author, 13 February 2013; see the Metropolitan Police website: http://
content.met.police.uk/Site/photographyadvice. There are a few UK websites that cover this topic, 
for example, Digital Camera World (2012). See also Macpherson (2009).
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In 2008, the UK government was asked to state ‘what plans they have for review-
ing the rules on street photography’. Replying for the government, Lord Bassam of 
Brighton stated:

My Lords, the freedom of the press and media is one of the bedrocks of democracy in this 
country. Although police officers have the discretion to ask people not to take photographs 
for public safety or security reasons, the taking of photographs in a public place is not sub-
ject to any rules or statute. There are no legal restrictions on photography in a public place 
and no presumption of privacy for individuals in a public place. There are no current plans 
to review this policy (Lord Bassam 2008) [emphasis added].29

It is suggested here that, at least in states members of the Council of Europe, the 
core demands of freedom of expression in a democratic society and, in particular, 
the publicʼs right to receive information, mean that the default position warrants 
the use of RPAs as ‘flying cameras’ in the pursuit of drone journalism and that 
any restriction(s) must be for a proper, legitimate aim pursued through a very nar-
rowly and precisely crafted exception. Such is the fundamental role of a free and 
responsible press in a democratic society that any challenge not only to publishing 
information but also to exercising the means to realise it must necessarily overcome 
a very high threshold (see Scheinin n.d.).

In conclusion, using RPAs for newsgathering—‘drone journalism’—raises 
unique normative concerns vis-à-vis other RPAs applications:

• It engages the publicʼs right to receive information and ideas and hence is part of 
the right to freedom of expression.

• It engages the right to access communications technologies as well as the right to 
photograph in public places.30

29 Of course, there is the offence of photography contrary to Section 1 of the Official Secrets Act 
1911 and the whole matter of ‘prohibited places’, but the offences are for behaviour which is “for 
any purpose prejudicial to the safety or interests of the State.” See also the Security Industry Au-
thority Guidance (2011) provided to private security guards to ensure that it sufficiently reflects the 
right of the public to take photographs, British Transport Police (n.d.) With respect to dissenting 
judgements, see Voorhoof (2014a).
30 One might wish that the right and its scope—even in the USA—were even clearer: ‘The scope 
of the right to take photos or record video is still ambiguous, so tread carefully. The Supreme 
Court has never ruled that there is an affirmative right to take photos or video in public places. 
To be fair, they have never said there isnʼt such a right. But the exact scope of any such right has 
never been defined and federal courts are split on whether such a right exists at all. For example, 
in Glik v. Cunniffe, the First Circuit found that there was a First Amendment right to take video 
of police officers arresting someone. However, in Kelly v. Borough of Carlisle, the Third Circuit 
ruled that a police officer was entitled to qualified immunity on a First Amendment claim because 
there is no clearly established right to make a video of traffic officers on a traffic stop. Although 
there is some very good case law supporting such a right, and one may believe there should be 
such a right, the law is not perfectly clear. In some jurisdictions, those who take photos or videos, 
even in public places, run the risk of being arrested if they fail to comply with police orders or for 
violating state wiretap laws. Until the courts make clear there is an affirmative First Amendment 
right to record and what the scope of that right is, journalists should not be overconfident in their 
rights’ (AEJMC 2014).
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• Although users will have to be aware and take account of aviation law and the 
decisions of national, regional and international aviation regulators, for the first 
time, those regulators will have to take account of the concerns, rights and prin-
ciples advanced by media lawyers and the right(s) bundled within the rubric of 
the right of freedom of expression. The mandate of the aviation regulator should 
not overstep measures in the interests of ordering the national airspace in the 
interests of safety, certification and airworthiness.
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Chapter 11
Drones, Resistance and Countersurveillance

Aleš Završnik

Introduction

In Metamorphoses, Ovid narrates that Medusa, the snake-haired and most deadly 
of the gorgons, had the power to turn to stone anyone who dared gaze into her eyes. 
By surprising her in her sleep, Perseus was able to cut off her head while looking at 
her reflection in the bronze shield given to him by Minerva. The hero, after having 
freed Andromeda and defeated Phineus thanks to the still intact petrifying power 
of Medusa, gave the head to Minerva, who used it to adorn her aegis, and then her 
shield, as a terrifying weapon to defeat the enemies of reason and knowledge, the 
virtues that she embodied.

If drones are Medusa’s eyes petrifying the observed, either literally turning them 
into stone/ashes or metaphorically turning them into “dead” numbers emptied of 
life—numbers that begin to circulate and start to have a life on their own, as Hag-
gerty and Ericson (2000) claimed for subjects in the information age and dubbed 
them “data doubles”—then one should not gaze at drones directly. If we stare at 
them directly, we may not see the whole “truth” of drones, which may be a part 
of something “larger” than flying machines. They may also be a part of the wider 
processes that are at work in the contemporary “all-seeing society” (Bauman 2011).

The other point is that drones’ “negative” controlling power can be undermined 
or “hijacked” and redirected to the controllers. When put under the gaze, we may see 
that drone operators may have Orwellian ambitions, but they are far from achiev-
ing them. Operators might not be inspired by Orwell—or other twentieth-century 
dystopian novelists—but just want to fit into the current exhibitionist culture and 
take “dronies” (selfies with drones) of themselves. The motivations, aspirations and 
interests of those employing drones may be as varied as those using a kitchen knife.

The third point is that several contemporary uses of drones, such as for land 
surveying, mapping purposes and crop inspection, are very much removed from the 
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classic intelligence, surveillance and reconnaissance (ISR) focused on people. They 
may have social implications for security and surveillance, but these may be more 
removed. While these are the more “neutral” uses of drones in terms of surveillance 
and personal data protection, there are other uses of drones that are clearly “posi-
tive” and even empowering and liberating. Drones are used for documenting geno-
cide and empowering powerless groups, for instance in South Sudan, where drones 
are called the “new knights” and used because people are changing into apathetic 
robots and “maybe the robots can be the ones to change the seeds and roots of the 
remaining humanity” (Tomo Križnar in Vidrih 2014).

This chapter attempts to act as such a bronze shield decorated with the Head 
of Medusa when looking at drones. It shows how drones can be negotiated and 
resisted and even work to empower the observed and, what is more, to stand as the 
sublime objet petit a—a sublime empty object waiting to be filled with the gaze of 
the observer.

In the surveillance studies literature, there have been significant contributions 
on social sorting, the invasion of privacy, racial profiling, discrimination and other 
mechanisms of unequal treatment but to a lesser extent on the ways in which those 
who are subject to surveillance manage, negotiate and resist these processes. The 
other side and potential of surveillance—for individual autonomy and dignity, fair-
ness and due process, community cooperation, empowerment and social equality—
has been less explored, with some notable exceptions.

Lyon (2007) argued that surveillance studies are overly concerned with the 
analysis of omnipotent surveillance stemming from top to bottom, that is, from 
surveillance agencies to the surveilled individuals, and neglect the nature of con-
temporary surveillance, which is dynamic and not hierarchically structured. The 
new surveillance is forming “complex networks of power relations and resistances” 
(Green 1999). Tinic (2006) claimed individuals as objects of surveillance occupy a 
significant role in the execution of surveillance. The increasing power of the new 
surveillance not only increases the capacity of the authorities (watchers) to monitor 
the watched majority but also carries an emancipatory potential. Objects of surveil-
lance can be seen as empowered agents not as passive and powerless parties (Ball 
2003). They can be active entities reflecting on surveillance practices and trying to 
escape and avoid them or draw public attention to such illegitimate, discriminatory 
or otherwise unfair practices.

Resistance practices have been tackled from different theoretical perspectives. 
Mann (2002), for instance, deems that “sousveillance” occurs when objects of sur-
veillance use oppressive tools against the oppressors themselves. Other authors de-
note the trend as “inverse surveillance” or “co-veillance” where surveillance and 
countersurveillance coexist. According to Monahan (2006), “countersurveillance” 
as a form of tactical interference often leads surveillance technologies to work 
against themselves in order to redress institutional power asymmetries. Koskela 
(2009) speaks of the “hijacking” of surveillance, that is, when surveilled persons 
resist and reverse their gaze. Yar (2003) showed how the surveilled objects at times 
respond emotionally to surveillance technologies, such as surveillance cameras, and 
find ways to avoid or confuse their gaze.
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The chapter focuses on struggles against drones and the co-optation of drones 
to empower ends—as an “antidote to studies that stress merely the potential of new 
surveillance technologies, and thus produce a sense of powerlessness or pessimism” 
(Lyon 2007, p. 160). It is the “dialectic of control” (Lyon 2007, p. 161) that the 
chapter traces in the domain of resistance to and co-optation of drones. The dialec-
tic takes into account three features of surveillance (Lyon 2007): surveillance as an 
ambiguous phenomenon—at the same time both socially “negative” and “positive”; 
surveillance as subtle and complex—perceived differently by different people and 
even differently by the same people at different times;1 and surveillance as techno-
logically imperfect—not immune to failure or error.

Can drones be designed, employed and regulated in a way so as to contribute 
to predominantly socially beneficial ends? Are they doomed to fail ab initio due 
to their birth in the realm of warfare and “targeted” surgical strike killings based 
on “behavioural patterns” associated with terrorist activities (“signature strikes”)?

The problem of weaponization and surveillance that first comes to mind when 
imagining drones is primarily a product of “conditioned” human thought. When it 
comes to drones, we think of weaponization of drones and drone surveillance be-
cause we know that militaries co-opt such technologies on a regular basis. However, 
every technology can be bent into a weapon. This is definitely true, and that is why 
it is not the most important question to ask, especially since the answer is clearly 
positive. So these are, I believe, equally important questions to ask:

• What are the non-military applications of this technology for “socially construc-
tive” uses?

• Why do we stick to technology labelling, instead of labelling the decision-mak-
ers: If extraterritorial use of drones for targeted killings outside the USA defines 
the whole framing of drones, why do we not explicitly say it is a violation of 
international law that is at stake? Perhaps because labelling the technology as 
“bad” is more politically correct and thus less “dangerous”.

• How should “undesired” droning be resisted: Should droning be resisted as a 
whole—“as such”—as the corporate and state alliance to integrate drones into 
the civil airspace in order to develop a “promising industry” is doomed to serve 
“socially” disruptive ends? Or, on the contrary, is it theoretically conceivable and 
practically possible to counter undesired droning by designing out privacy viola-
tions or prohibiting them—who will decide this and under what criteria attuned 
to whose interests?

• How is drone surveillance then understood and responded to by those subjected 
to its gaze? Can they and do they use drones to monitor peers and/or organiza-
tions (governments and corporations)?

The chapter first presents “the other face” of surveillance: empowering surveil-
lance, amusing surveillance, and resisting and countering surveillance practices. 

1 Closed-circuit television (CCTV), for instance, can make people feel safer in dark streets, or, on 
the contrary, can make them feel more anxious as they then assume the area must be “dangerous” 
(see Leman-Langlois 2008).
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After presenting the existing studies, the chapter looks into possibilities of resis-
tance to drones and with drones, i.e. denial, subversion and distortion of drone sur-
veillance systems and using drones to empower citizens in relation to state and 
corporate power.

The “Other Face” of Surveillance

Foucault (1975) claimed that supervisory power generates resistance by itself.2 Sur-
veillance is a relational concept involving power dynamics (Lyon 2007) and both 
constrains and empowers individuals—it is caring and controlling at the same time. 
Surveillance may be inherent to every social condition, as it occurs everywhere 
where two people meet (Pečar 1991).

This “Janus-faced” nature of surveillance debated in the literature has been com-
plemented by studies into recent changes in surveillance occurring either in the 
passage from the ancién regime to modernity or from modernity to postmodernity.

Surveillance is a part of modern organizations’ appetite for ever more refined 
personal information, contends Rule (1980). The pressure towards the institutional 
collection of information on private citizens, and towards the use of such informa-
tion to shape institutional action towards the latter, is not the result of “technology” 
but of the modern welfare-state and business systems (Rule 1980). Mass surveil-
lance represents a distinctive social innovation of the twentieth century. “Whenever 
institutions face the task of dealing precisely and correctly with each one of millions 
of individuals, in light of the exact risks, opportunities, and deserts associated with 
each one, systems of mass surveillance are apt to arise” (Rule 2009, p. 11). Surveil-
lance is thus not imposed unilaterally on unwilling members of the public. The pub-
lic demands surveillance practices, for instance, to track down illegal aliens, to deny 
welfare payments to those not deserving them or to catch criminals. There is a pub-
lic demand—often coupled with punitive aspirations—and an inherent institutional 
drive to collect, analyse and act upon the growing amount of personal information.

For other authors, contemporary surveillance practices are substantially differ-
ent from previous types of surveillance. It is “new” surveillance (Marx 2002; Lyon 
2007), which is (1) technologically enhanced, (2) oriented towards the body, (3) 
embedded in the mundane routines of everyday life and (4) universal—no one can 
meaningfully avoid its gaze. Surveillance has also intensified in the past 30 years 
and become central to the new order of global capitalism (Deleuze 1995). This ac-
celeration has many sources, including the fact that surveillance systems compen-
sate for the weakening of face-to-face social relationships in which the mechanisms 
of social integration are increasingly removed and abstract (Lyon 2003). Surveil-
lance has increased and functions as a “glue” that keeps the society together and 

2 See Badalič in this book, showing how the power of military drones used in Pakistan triggers 
resistance.
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builds trust throughout a society of strangers (see Bennett 2008, p. 11; Lyon 2003). 
It is an empowering and caring social foundation—the “other face” of surveillance.

Those carrying out surveillance are also individuals, as surveillance is not only 
about powerful organizations—states and corporations—controlling helpless sub-
jects. The relationships between watchers and the watched go in both directions: 
organizations (public and private) keep tabs on individuals and vice versa. Bennett’s 
(2008) four-cell “heuristic framework” or typology of surveillance includes (1) situ-
ations wherein individuals monitor other individuals (“peer-monitoring”) and orga-
nizations (“sousveillance”) and (2) situations wherein organizations monitor indi-
viduals (“surveillance”) and other organizations (“oversight”). Lateral surveillance 
(Andrejevic 2003) and “sousveillance” (Mann 2002) may (or not, as Andrejevic 
shows) amount to resistance to “controlling” surveillance practices and seek to bal-
ance the surveillance powers in a society, decentralize observation and potentially 
achieve a state of “equiveillance” (Mann 2002). Surveillance technologies are used 
to oppose surveillance. Such resistance to surveillance takes many forms, includes 
many actors and employs several strategies (Bennett 2008). Thus, surveillance may 
well be empowering,3 and, furthermore, it can also function as entertainment.4 Sur-
veillance may not only be positively protective but may be a comical, playful and 
amusing practice as well (Marx 1996).

In theorizing the surveillance/privacy dichotomy, authors have contended, it is 
necessary to avoid the simplistic dualisms—good/bad or helpful/harmful surveil-
lance: it is counterproductive to claim that surveillance is “good” or “bad”. Sewell 
and Barker (2001) propose that we should primarily try to understand surveillance 
by distinguishing the panopticon as an institutional arrangement (e.g. factory, pris-
on, school) from “panopticism” as a cultural disposition which deems that the gath-
ering of ever greater amounts of information will reveal the truth about the social 
world (Sewell and Barker 2001).

Similar attempts to transcend this dualism are related to the question of whether 
we are currently facing the demise of the public or the private sphere. Contrary to the 
conventional wisdom with regard to the demise of privacy in the age of ubiquitous 
computing and social media, Bauman (2011) claims that the private has colonized 
the once public space. While the ancient Greek agora was a physical space where 
heads of families were invited to discuss and decide on questions of common inter-
est, and thus the function of the agora was in the reciprocal translation between the 
language of “private” family interests and the language of “public” interests, today 
we are witnessing the demise of this democratic process. The agora was expected 
to translate public affairs into individuals’ rights and duties, contends Bauman, and 
any democracy can be measured according to the success of this translation. But 
today, the private interests of the minority are translated into public questions. The 
interests of the majority remain private “affairs”. In this sense, we can thus speak of 
the demise of the “public” in contemporary society, as the existing imbalance only 
reflects the interests of an increasingly smaller minority of the world’s population. 

3 See also the special edition of Surveillance & Society, 2010.
4 See also the special edition of Surveillance & Society, 2005.
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The rise of the “society of confessions”, claims Bauman, promised the ultimate 
victory of privacy. However, privacy colonized the public sphere—but this did not 
come without a price as regards individual autonomy. The deregulation of the state 
and “individualization”—that is, where members of society are expected to find 
individual solutions to public problems—mislead many to think that a “biographic 
policy” will lead to the triumph of human rights. What the public is left with are 
“wardrobe communities”: communities whose members are granted their privacy, 
where individuals gather, for instance, for sporting or cultural events, but when the 
events are over and they pick up their coats, the community is disbanded.

In order to transcend this dualism, Sheller and Urry (2003) contend, “public” 
and “private” are used by social scientists in often contradictory ways, as seen in 
Bauman’s claims above. The world is neither private nor public: A more dynamic 
conceptualization of the fluidities and mobilities that have hybridized the public and 
private are needed, they claim (Sheller and Urry 2003). This hybridization of the 
public and private is extensive and occurs in complex and fluid ways, for example, 
as exemplified by automobility or information and communications technology 
(ICT) networks (Sheller and Urry 2003). If the former shows how “private zones 
of domesticity are reproduced on the road” and “the sensing of the public world is 
impoverished” when we speed along in moving private capsules (Sheller and Urry 
2003, p. 331), the latter has “implanted zones of publicity into the once-private in-
terior spaces of the self and home” (Sheller and Urry 2003, p. 332). Transportation 
and information technologies converge and furthermore refold what is public into 
what is private.

Surveillance and privacy are then notions that include changing power relation-
ships, and this is highly relevant for resistance to surveillance and countersurveil-
lance. Even more so because even privacy itself can be understood as a form of 
social control: “Privacy is not simply a way to extricate individuals from social 
control, as it is itself a form of social control that emerges from a society’s norms. It 
is not an external restraint on society, but is in fact an internal dimension of society” 
(Solove 2007, p. 763).

The question is then how to confront and resist surveillance, by drones in par-
ticular, in surveillance regimes where it is difficult to distinguish “helpful” from 
“harmful” surveillance, on the one hand, and “public” from “private”, on the other. 
If surveillance is growing not as a tree but as creeping weeds (Deleuze 1995), if it 
is flexible and mobile “rhizomatic surveillance” (Haggerty and Ericson 2000), a 
meaningful resistance can only be “liquid”—to paraphrase “liquid surveillance” 
(Bauman and Lyon 2013).

Due to such mobile, fluid surveillance, which has even more than two faces and 
several “other” sides, there are challenges as to how to conceptualize the resistance 
to surveillance too: Are we speaking of resistance when drone activists employ 
drones—as for instance in the example of animal activists spying on factory farms 
with drones (Abell 2013)—or is resistance an act that fundamentally changes the 
game, for example, by “engineering-out” some uses of drones, for example, by 
geofencing? Now we will turn to theorizing resistance and countersurveillance, la-
belled and conceived very differently in the surveillance studies literature. Similar 
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to surveillance and its “other side”, theories of subverting surveillance tackle prac-
tices of “resisting surveillance” (Fernandez and Huey 2009), “countersurveillance” 
(e.g. Monahan 2006), “surveillance and empowerment” (Monahan et al. 2010), “hi-
jacking” surveillance (Koskela 2006), “inverse” surveillance and “sousveillance” 
(e.g. Mann 2002).

Resistance to Drones

Those surveilled may negotiate, modify, evade, deny or take pleasure in surveillance 
practices (Coleman and McCahill 2011, p. 144). The scales and types of resistance 
are manifold and range from avoidance to fighting back by using countermeasures 
to reverse the gaze; from an individual attempting to resist surveillance to group 
resistance escalating even to a social movement; from radical/vigilant resistance, 
for example, by shooting down drones (as examples, see the cases in Slovenia (STA 
2015) and the USA (Newman 2015)), to legal resistance that seeks, for instance, 
to change personal data protection law; from ad hoc actions to systematic pressure 
applied by organizations. Resistance ranges as to the degree of ambition, means 
and strategies used (Bennett 2008) and the abilities of actors to contest the reach of 
surveillance into their daily lives (Coleman and McCahill 2011). It may be directed 
against peers, a state or a corporate actor or—their amalgam: the “Surveillance-
Industrial Complex” (Ball and Snider 2013).

What then is “resistance” when “everything from revolutions […] to hairstyles 
[…] has been described as resistance” (Einwohner 2004, in Coleman and McCahill 
2011, p. 145)? “Who” is resisting and “what” is being resisted?

Resistance interactions occur between three actors: individuals (members of 
“civil society”) and organizations—corporate and state institutions. A certain power 
dynamic—surveillance and resistance—is in place amongst all of them. However, 
this chapter is not focused on the interplay between corporate and state surveillance, 
where—as we have seen from the history of whistleblowing in the early twenty-first 
century—the relation between the two is an important area for power struggles as 
well: Corporations have been usurping states’ security/surveillance functions while 
states have been pushed into imbalanced public–private partnerships due to aus-
terity measures (e.g. states have been outsourcing specific law enforcement tasks, 
whole police stations, and military and intelligence chores to private companies).5 
There are many power struggles between the two. Instead of focusing on this inter-
play, the chapter focuses on individuals—civil society—resisting against corporate 
and state powers (“vertical” surveillance) and (“horizontal”) surveillance conducted 
by their peers. Such focus does not exclude those working within “surveillance au-
thorities” or “corporate organizations” since these subjects can distort and modify 

5 See the notorious case of Booz Allen Hamilton and the “revolving door” effects of its vice chair-
man Mike McConnell or James Clapper, the director of the National Security Agency and a former 
executive at Booz Allen. See Riley 2013.
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surveillance practices as well—in this sense, resistance can go beyond the “subject-
agent relationship” (Martin et al. 2009; in Coleman and McCahill 2011, p. 146).

Resistance to surveillance by individuals can then be scaled as (1) avoidance, (2) 
countering surveillance—as a reaction to the existing surveillance stemming from 
organizations and a “jujitsu-like” reversing of the gaze and (3) empowering surveil-
lance—using surveillance tools to achieve socially productive ends.

These divisions are not hermetically closed, but they offer a more nuanced des-
ignation of resistance intensity on a scale from “passive” to “active”. In terms of 
depth, resistance can be divided in terms of “thin” resistance—located in localized 
settings—or “thick” resistance—challenging structural power (Raby 2005). Coun-
tering surveillance by means of drones can be used to reverse the gaze of sensors 
(“thin”) or to change the game by redesigning and completely disabling unwant-
ed sensing (“thick”). In doing so, the latter challenges the wider power relations, 
while the former is merely “contestation”—an activity of undermining the rules in 
a micro-setting (Aggleton and Whitty 1985). In more fundamental terms, resistance 
is an active behaviour of individuals and interest groups (civil society) conducted 
either as micro-resistance practices to defeat drones or as political resistance to 
contest drones per se (cf. Coleman and McCahill 2011, p. 147).

In defining who is resisting “what”, drone resistance opposes personal data col-
lection and transcends the narrow legalistic end. Resistance is focused on “drone 
logic” (see Chap. 2) as well: “a dispositive of ubiquitous, always-on, sensor-based 
monitoring for the purposes of automated data collection, processing, and response” 
(Coleman and McCahill 2011).

Reflecting the fluidity and dynamism of surveillance, resistance to drones is dy-
namic too. It faces several challenges—social, political and technological (Lyon 
2007). The social challenge relates to understanding the intensified surveillance 
and its consequences, and also the role ordinary people play within the surveillance 
process (Lyon 2007, p. 373). The power of surveillance systems depends on the 
knowledge of the system its subjects have. It depends on their responses to the fact 
of being under surveillance. People reproduce surveillance regimes; they can en-
able—or disable—such regimes. They are the crucial strength or weakness of these 
systems. They can comply with surveillance—or not. They may admire the “endless 
uses” of drones—or not.6 Those who are surveilled can be addressed in order to 
spark a change in the cultural perception of drones. The point I would like to make 
here is that an individual is a site of surveillance, and while being “a very unstable 
entity” (Nietzsche), the individual represents a place of uncertainty. Surveilled in-
dividuals are not merely subject to surveillance, but subjects of surveillance. They 
will approach situations with expectations, hopes, fears and caution. They are in-
ventive in finding ways to beat control systems and to avoid observation by several 
“generic techniques of neutralization” (Marx 2003) that individuals, those within or 
outside, and organizations can employ in order to subvert, distort, block, mask or 

6 See Chap. 3 in this book about the “moral economy” related to the unconditioned admiration of 
the “endless uses” of drone technology.
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counter surveillance systems. This social challenge is concurrently an opportunity 
for resistance.

The political challenge relates to the ethical choices of new practices. “Catego-
ries have politics”, argues Suchman (in Lyon 2007, p. 375). Even algorithmic sur-
veillance—commonly perceived as “objective” mathematics—reflects the desires, 
intentions and biases of those designing and implementing it (Barocas and Selbst 
2015). Politics is inscribed in technology, and software/code is never neutral—also 
with regard to resistance politics. Those resisting surveillance can thus use technol-
ogy to not only, for instance, communicate amongst themselves but also to write 
code to watch the watchers in order to increase their visibility and accountability.

The technological challenges relate to understanding the technological dimen-
sions of identifying, locating, monitoring and tracking individuals and groups. The 
technical challenge of resistance includes engineering out the undesired and unin-
tended effects of the technology. Several technological solutions can be used: soft-
ware products designed to enhance privacy protection, such as privacy-enhancing 
technologies (PET), privacy-by-design (PbD) principles (e.g. “geofencing” resis-
tance software as a way to protect privacy through the design of the navigation 
software),7 surveillance/data protection impact assessment tools, privacy audits and 
privacy certification schemes (cf. Finn 2014, pp. 329–350).

In fact, resistance technologies have been developed in every surveillance do-
main, for instance, encryption tools to prevent the hacking of information transmit-
ted over the Internet, such as the Pretty Good Privacy (PGP) standard for e-mail 
encryption; encrypted biometric access systems that allow the use of a fingerprint to 
authenticate an individual’s identity but which do not retain the actual fingerprint; 
and microphones that listen to voices on public streets but cannot hear conversa-
tions between people. This is a view that tries to ensure that certain forms of surveil-
lance are not only illegal but also technically impossible. The focus on technology 
can challenge the dominant legalistic way of thinking about privacy protection. 
“Resistance” software products were often developed in the face of considerable 
opposition from law enforcement and intelligence communities (Bennett 2008, 
p. 82). This struggle for privacy goes back to the “crypto wars”—over the right to 
use and distribute products that contain strong encryption technology—in the mid-
1990s, which has not ceased ever since (Zetter 2015). Drones can then be designed 
to resist surveillance—and attempts will be made to reverse-engineer them into 
surveillance tools.

The provision of personal privacy has become an industry of its own, a market-
place where products sell their PbD. Tech companies compete against each other as 
to which will improve the protection of privacy the most.8

Technologies should not be understood then as artefacts that have an impact on 
society—technology and society are not separable (Winner 1986). “The code is 
the law”, is the famous observation of Lessig (2004), meaning that computer code 

7 See Cavoukian (2012) for features of privacy by design (PbD) with regard to drones.
8 See the Electronic Frontier Foundation (2015) annual report, which evaluates how companies 
protect user data from government control and censorship.
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has regulatory properties. Technological artefacts contain social and political biases 
(Winner 1986), and therefore their design should be monitored and reviewed for 
such biases. The very structure and architecture of technology is linked to particular 
patterns of power. Technology may thus carry, intentionally or unintentionally, a 
“valance that may be pro-privacy, or pro-surveillance” (Bennett 2008, p. 83).

Technologies are therefore a part of the solution to a problem: If drones provoke 
socially disruptive outcomes/challenges, then technological (re)design may be one 
of the ways to dissolve them. Anonymity can be built into information systems. Pri-
vacy cannot be ensured only by regulations but also by “physics and mathematics” 
(Bennett 2008, p. 84).

In fact, in limiting every surveillance technology a range of regulatory rules 
should be used because any single regulatory tool is either ill-suited or simply inca-
pable of carrying out regulatory tasks (Bennett and Raab 2006). Drones can also be 
regulated and limited in a number of other ways. According to Lessig’s well-known 
regulatory scheme (2004), this can be achieved by means of changes to the follow-
ing: (a) law (e.g. personal data protection laws and aviation laws), (b) economic 
policy (e.g. the taxation of surveillance technologies), (c) social norms (e.g. by 
“naming and shaming” drone usage) and (d) design (e.g. with the implementation 
of the principle PbD). Let us now apply this fourfold scheme to drones.

Legal limitations on drones are being set up in, for instance, Europe (see the 
Article 29 Data Protection Party 2015), the USA, Canada (see, e.g. Cavoukian 
2012) and the UK (see Civil Aviation Authority 2015) in the field of aviation9 and 
data protection law.10 Concern for personal data protection and other violations of 
rights with recommendations for laws have been expressed by international groups 
(see The International Working Group on Data Protection in Telecommunications 
2013), researchers (e.g. Finn et al. 2014; Bracken-Roche et al. 2014) and NGOs 
(e.g. Stanley and Crump 2011; Jones 2014; Hayes et al. 2014) working in the field 
of privacy issues and also with regard to international military drone operations 
(see, e.g. Amnesty International 2014). In terms of legal limitations, rules have been 
adopted, for instance to prohibit flying over and near airports and other “security” 
areas; the in-line-of-sight rule; the obligation to ensure crash-avoidance capabili-
ties; the prohibition on some capabilities, such as fully autonomous drones; the 
requirement of a “probable cause” warrant in order for law enforcement authorities 
to use drones to collect information to use against someone in court; an explicit ban 
on the weaponization of drones (see the Campaign to Stop Killer Robots); special 
protections from aerial surveillance for farmers or ranchers; reporting requirements 
on law enforcement agencies’ drone usage; the limitation of such usage with regard 
to serious crimes; the stipulation that information that is collected incidentally can-
not be used in court; and the requirement to delete incidental data within 24 h of 
collection (Hayes et al. 2014). Drone operators could develop their own voluntary 
code of conduct in the licensing phase of drone operators. And finally, “administra-
tive” protection could increase accountability of drone operators. In her speech at 

9 See Chap. 9 in this book.
10 See Chap. 4 in this book.
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a conference on remotely piloted aircraft systems (RPAS) in Riga, European com-
missioner Bulc proposed an electronic identity card for each drone so the operator 
can be identified (Nielsen 2015).

The economic policy on limiting drones may focus on taxing this “risky” tech-
nology or on obliging operators to financially contribute to a fund offering assis-
tance to victims of privacy violations. The insurance obligations of drone operators 
and owners could additionally influence the economics of the drone industry.

Social norms define the level of social acceptance of drones. It has been claimed11 
that the drone industry is making a great effort to change the morality of drones and 
that this is problematic on its own. However, it is interesting that in every category 
of drone employment support is lower when a drone is deployed instead of piloted 
aircraft (Bracken-Roche et al. 2014).

The design of drones can follow PbD principles that can “engineer-out” viola-
tions of individual rights. The design of drones can and should take into account 
security risks by using the methods of cyber defence and “geofencing”. Drone 
manufacturers are developing navigation software for the “geofencing” of drones 
(e.g. a new model of the commercially sold Parrot model cannot be operated in the 
vicinity of airports). Location coordinates can be inserted by anyone who would 
want drones to treat their land as off limits. Another model related to the design of 
technology is to develop ISO standards with integrated software for no-fly GPS lo-
cations if the drone is to be able to reach consumers in terms of consumer protection 
law. Individuals could also employ privacy-protecting self-help countermeasures in 
the form of drone-proof umbrellas or jackets.

Finally, there are the physical interferences that can be used to disable drones. 
Military and intelligence services are looking into how to defend themselves and 
thwart civilian attacks: (1) by hacking to seize control of the drone’s flight, by hack-
ing the aircraft’s control signals and tricking it into believing it is somewhere else; 
(2) by jamming the drone’s signal to send it off track or disrupt communication, to 
block the radio signals linking the drone to its controller, obfuscating the drone’s 
flight-control and video-broadcasting systems; and (3) by physically disabling 
drones by knocking the drone out of the air, for example, with a bird/falcon (Ather-
ton 2014), laser (Agence France-Press Beijing 2014), anti-drone drone (Atherton 
2015) or even catching it with the use of a net (Dredge 2015)

Countersurveillance: Resisting with Drones

Despite the trend of increasing “horizontal”, “lateral” or “peer” surveillance, on 
the one hand, and the ability of drones to “watch” the watchers and increase their 
visibility, transparency and accountability, on the other, the vast majority of surveil-
lance literature has centred on the monitoring of individuals by state or corporate or-
ganizations. Surveillance technologies may be used to reverse the gaze and monitor 

11 See Chap. 3 in this book.



254 A. Završnik

those in power. These may be legal, but they can also cross the line of criminality. 
In the following section of this work, I will discuss civil uses of drones that change 
the power dynamic vis-à-vis peers and (corporate and governmental) organizations.

Peer-Monitoring, Provocation and Criminal Drones

While lateral surveillance used to be a significant marker of the autocratic regimes 
that maintained an extensive network of informers (Marx 1988), such surveillance 
has become a marker of contemporary “Western” societies as well, as voyeurism 
has reached unprecedented levels with the proliferation of camera phones—and per-
sonal do-it-yourself (DIY) drones with the rise of “dronies”. As drones can carry a 
variety of payloads, drone operators may breach not only privacy and personal data 
protection laws (e.g. when drone users film others in nudist camps), in terms of se-
curity, individual users can also breach other legitimate interests of fellow citizens. 
Drones have carried and fired semi-automatic handguns strapped to their bodies 
(Unknown 2015). Taser drones can “taser” someone with an 80,000-volt stun gun 
(Knibbs 2014). These are all individual uses of drones expanding power of opera-
tors. Drones can shoot fire and Silly String, and illustrate graffiti on walls (Larson 
2015). For instance, the graffiti artist Katsu attached a spray can to a quadrocopter 
and painted a large billboard in New York City—which was subsequently labelled 
as a “public vandalism drone” (Holland 2015). Wi-Fi-sniffing drones are able to 
detect unsecured Wi-Fi networks (Storm 2010). Criminals have also used drones to 
carry illegal cargo, for example, to smuggle drugs (Valencia and Martinez 2015) or 
to pick up a ransom (Poulsen 2015).

A drone carrying the flag of the non-existent “Great Albania” interrupted a soc-
cer match between Serbian and Albanian teams. The provocation happened amidst 
the political tension that exists between the two states (K. S. 2015). The incident 
provoked a heated debate with regard to Albanian expansionism at the expense of 
the neighbouring Serbia. Similarly, a drone provocation occurred in Slovenia when 
a drone was used on the 70th anniversary celebration of the end of WWII in Lju-
bljana. The drone was carrying a ragged former Yugoslav flag and a banner with 
an equal sign between a red star—the emblem of the former socialist state—and a 
swastika, and buzzed over the participants. The drone crashed several minutes after 
take-off and injured one of the security guards at the event.

Some claim that the trend of peer-monitoring networks has amplified and repli-
cated the power of government or corporate surveillance in a climate of perceived 
risk and savvy scepticism (Andrejevic 2005). Others claim that individuals’ uses 
of drones, especially for lateral surveillance, may carry empowering potential. By 
focusing on webcams and “citycams”, Koskela (2006) shows the other—empower-
ing—side of surveillance in the domain of video monitoring. In contrast to surveil-
lance cameras, she claims that interactive citycams, with detailed real-time vid-
eos used to promote spaces, have empowering roles (Koskela 2006, p. 169). Such 
image-making is based on strategies that aim to attract companies and investment, 
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as well as inhabitants. Koskela claims that the immediate impact of citycams can 
be liberating or empowering for the monitored objects. However, even she admits 
that citycams may enable new forms of control. While she focuses on less “politi-
cally dangerous” examples, such as parental control over youth by means of city-
cams—this can cause youth to flee from central places in cities in order to escape 
the control of caring “helicopter parents”—there is a more substantive logic at work 
with citycam installations. Citycams expand the logic of the “free market”, where 
everything, even cities, should compete on the market. There is a tendency at work 
here to submit all aspects of life to the prerogatives of the “free market” logic that 
subjugates entities such as cities and states to its rule. The logic is that even states 
have to compete for investments of supranational global capital by offering lower 
taxes as a sort of “special discount” for huge players on the capital market. There is 
thus a more fundamental control effect taking place behind the friendly citycams.

One can argue similarly with regard to Koskela’s example of “home webcams”. 
They indeed carry empowering potential—“webcams seem to be opening up radi-
cally new subjectivities. They describe how new technologies do not only serve 
surveillance but liberation, resistance, and ‘escape’” (Koskela 2006, p. 173). “Web-
cams […] can be interpreted as a form of confrontation, surveillance turned into 
spectacle—a form of resistance. Webcams clearly support active agency” (Koskela 
2006, p. 175). People are not submitted to the passive role of “the observed” but 
instead play active roles with “surveillance” equipment. However, the underlying 
logic of the “all-seeing” or “sensor” society is replicated (cf. Andrejevic 2007). This 
produces a flood of images that the IT industry encourages.

Similar to webcams, DIY recreational drones amplify the contemporary 
“datasaur”—a beast hungry for digital data “emptied of life”—an idea that every-
thing has to be digitized and stored for future decision-making purposes. Drone us-
ers are already inventing uses, such as escorting children to the school bus by drones 
(Kersey 2012)—a transition from “helicopter” to “drone parents”.

As the examples of individual uses of drones show, drones can carry a vari-
ety of payloads—from cameras to Wi-Fi sniffers. Resistance with drones can then 
jeopardize several rights of peers and amplify other social processes at work in the 
given society. For instance, the use of drones can increase hatred between people 
of different nationalities (the Albanian flag case) or people with different political 
preferences and world views (the Slovenian flag case).

“Sousveillance” Drones

The other part of Bennett’s (2008) “heuristic framework” of surveillance practices 
that positions individuals as monitoring others is the position wherein individuals 
use surveillance technologies to monitor or otherwise focus the gaze on organi-
zations. This “sousveillance” perspective (Mann 2002) involves the recording of 
the activities of the observers by the observed—sousveillance, meaning monitored 
from “below” and reflecting the bottom-up nature of “viewing” (Mann et al. 2003).
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While Mann’s “wear-cam” innovations were designed for the purposes of moni-
toring the powerful by the weak, in practice they mostly resulted in the monitor-
ing of the weak. The industrialization of wear-cams—as initiated, for example, by 
Google Glass—shows how wearable computing developed more into an “auto-sur-
veillance” than a “sousveilance” tool. However, the idea behind Mann’s practice 
of wearing cameras—the idea of watching the watchers—reflects the empowering 
potential of surveillance for those “below”. It ranges from a situation when the indi-
vidual is watching other individuals with more social power to situations when the 
individual is keeping tabs on corporate power and state organizations. Let us now 
turn to the latter two, which are more relevant for the drone domain.

Drone corporate sousveillance occurs, for instance, when drone activists keep 
tabs on polluters. Several environmental activist groups have been using drones: 
The Australian animal rights group Animal Liberation is using drones to keep tabs 
on industrial livestock operations (Bird 2013). The Sea Shepherd Conservation So-
ciety—a marine wildlife conservation organization—has been using drones to track 
and follow Japanese whaling fleets: “Drones cover hundreds of miles […] and they 
have proven to be valuable assets for this campaign” (Shepherd 2011). Individual 
recreational users discovered evidence in the skies above Dallas in 2012 that a fac-
tory farm was discharging enormous amounts of pig blood into a creek (Mortimer 
2012).

Drone sousveillance directed at state power was executed against Gaddafi in 
Tunisian protests (the Camera Project): Those “below” were trying to increase their 
power to resist the political regime with drones. While one might claim that this was 
a political struggle in which drones may not have played a central role, a project in 
Sudan shows how drones can directly save lives by increasing international com-
munity awareness of ongoing atrocities and document the evidence of international 
core crimes. In filming a third documentary in the Sudan region entitled “Drones 
above the roots of humanity”, the activist Tomo Križnar called drones the “new 
knights” because people are changing into apathetic robots: “[…] maybe robots can 
be the ones to change the seeds and roots of the remaining humanity” (Vidrih 2014). 
Drones may be, he claims, the only saviours of the indigenous people preserving 
the evidence of genocide—they are the “flying eyes and ears of God”, documenting 
genocide in Sudan and Congo, where central governments are systematically kill-
ing the indigenous Nuba people. The use of drones from those below can also be 
understood as empowering drones. It not only documents evidence of mass atroci-
ties but by increasing the global visibility of the conflict it supports the cause of the 
minority group.

Drones have been used to spy on the police. Protesters in Warsaw gained a 
drone’s eye view of a phalanx of police in riot gear during a demonstration in 2011 
(Ackerman 2011, cf. Sharkey and knuckey 2011). Such drone countermeasures are 
forming part of the sousveillance “cop-watching” activities that started by filming 
incidents of police brutality with mobile phones (cf. Sandra Bland case in the USA, 
Stern 2015).

Using drones for activism includes graffiti drones, such as the Icarus open-source 
spray-paint drone (Graffiti 2015). Drones carrying a paint payload entwine art and 
activist goals. Guerrilla activism also employs drones that carry video projectors 
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to display images on buildings instead of putting images on a building physically 
(Redd 2015).

Sousveillance can be found in every surveillance domain—as noted before, su-
pervisory power generates resistance by itself (Foucault 1975). However, the pro-
liferation of big data, increasing computer power, and visualization techniques are 
leading to a new wave of computerized sousveillance programmes. Drones only 
form a part of this new wave of technologically enhanced sousveillance, which are 
illustrated herein with the following two examples.

In Slovenia, the “Supervizor” is an on-line application (http://supervizor.kpk-rs.
si) that provides citizens with data on the business transactions of public-sector 
bodies and government spending (Commission for the Prevention of Corruption 
2013). The application, awarded the “2013 United Nations Public Service Award”, 
indicates the contracting parties, the largest recipients of funds, the related legal 
entities, the date and amount of the transactions and also the purpose of the money 
transfers. It enables the presentation of these data using graphs as well as printouts 
for specified periods of time and in other ways. The application uses and connects 
large amounts of government data in order to increase transparency and mitigate 
corruption risks and conflicts of interest. It is a special “sousveillance” system for 
citizens enabling them to monitor those “above”, demonstrating how the account-
ability of those in power can be increased.

Another example of technologically enhanced sousveillance is the Slovenian 
platform named “Kdo vpliva?” (literally “Who influences?”, www.kdovpliva.si), 
which shines a light on the connections between lobbyists, companies, politicians 
and state institutions through visualizations of three different kinds of networks: 
lobbying contacts, the network of transactions between the companies represented 
by the lobbyists and the public sector. The platform, a web application, shows the 
national lobbying landscape by allowing every Internet user to monitor the creation 
of new laws. By clicking the name of a deputy, it is possible to see the acts the 
deputy in question was most involved in and his or her statements in sessions of 
specific committees (Čebokli 2015).

To conclude, drones may be used to counter existing power relations. They are 
used to keep tabs on peers, to provoke them and even to commit crimes. They have 
been increasingly used to monitor state institutions and corporate misconduct as 
well. They fit in with the wider trend of countering surveillance by means of IT. 
However, they fail to address the underlying logic that feeds the “datasaur”—a ten-
dency to submit everything to digitization, storing and acting upon large amounts 
of digital data.

Empowering Drones

In line with “Janus-faced” surveillance, the empowering aspects of surveillance 
can be located in every surveillance domain, including drones. Studies on video 
monitoring are a relevant body of research to start with. While tackling CCTV, 

http://supervizor.kpk-rs.si
http://supervizor.kpk-rs.si
http://www.kdovpliva.si
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Ball (2003) argued that the objects of surveillance are empowered agents, not just 
passive and powerless parties. By being subjects of desire, CCTV operators can 
manipulate the operations of the system, for instance by looking at other people or 
actions than the expected “suspicious” ones. As objects of surveillance, individuals 
can avoid monitoring by taking alternative routes; for instance, the iSee art project’s 
aim was to suggest to strollers via on-line maps and interactive application routes 
in Ljubljana and New York how to evade the gaze of CCTVs. A camera distribution 
project by B’Tselem empowered Palestinians living in high-conflict areas. In Janu-
ary 2007, B’Tselem launched a video advocacy project with the goal of providing 
Palestinians video cameras in order to bring the reality of Palestinian lives under 
occupation to the attention of the Israeli and international public.

In the domain of drones, the project called “Eyes and Ears of God: Video Sur-
veillance of Sudan” by two Slovenian human rights activists, Tomo Križnar and 
Klemen Mihelič, and the humanitarian organization H.O.P.E., shows how drones 
can be used to empower an entire indigenous population. Therein drones are being 
used for several purposes—documenting occupation, collecting evidence of crime 
and drawing worldwide public attention to attract humanitarian and developmental 
aid. As Križnar reports, the Nuba people fought on the side of the southern Su-
dan Peoples’ Liberation Army (SPLA) during the 20-year north–south civil war. 
Subsequently, when South Sudan had voted for independence, the people of South 
Kordofan, which remains in the North, faced brutal retaliation by the northern 
government. They are stranded in “northern” Sudan but are ethnically considered 
“black Africans”, like the people in South Sudan. The Arab regime in Khartoum is 
led by the Arabic movement that teaches that black Africans belong to an “inferior 
race”. In this political violence Križnar is equipping the Nuba people with drones. 
Amidst several ethnic groups living in the area, for example, the Nuer and Dinka 
ethnic groups, the Arabs living in (north) Sudan, and the Russians and Chinese with 
economic interests in the area’s oil, only the indigenous Nuba people do not oppose 
surveillance from drones. They do not have “anything to hide”, as Križnar assumes 
from the political analysis of the situation (Križnar 2014).

Related to Sudan’s “Eyes and Ears of God” project is the Satellite Sentinel Proj-
ect—a high-tech project tracking troops and warning civilians of attacks. Dubbed 
the “Anti-genocide paparazzi” and supported by George Clooney and other celebri-
ties, the project employs commercial DigitalGlobe satellites passing over Sudan and 
South Sudan and captures imagery of possible threats to civilians, detects bombed 
and razed villages and notes other evidence of pending mass violence. The Harvard 
Humanitarian Initiative analyses the imagery, open source data and information 
from sources on the ground to produce reports. The Enough Project contributes 
field reports, policy analysis and communication strategy and, together with Not on 
Our Watch, pressures policymakers by urging the public to act.

The two cases of civil society empowerment with drones and satellites show how 
technologies encapsulate ideology and values, and privilege one type of knowledge 
over others. Even mapping and supposedly “neutral” satellite imagery necessarily 
needs interpretation (Kurgan 2013). Satellite images—taken-for-granted artefacts 
supposedly “objectively” communicating reality—bear “political, military, and 
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economic stakes that underwrite the creation and expansion of the database” (Kur-
gan 2013, p. 21). The visions of the planet Earth, Kurgan argues, “are not simply 
photographs taken by a person travelling in space with a camera. They are com-
posites of massive quantities of remotely sensed data collected by satellite-borne 
sensors” (Kurgan 2013, p. 11). Thus, when we are looking at the default screen of 
an iPhone, we are in fact seeing a patchwork of satellite data, artificially assembled, 
and not an integrated vision of a particular person standing in a particular place or 
even floating in space (Kurgan 2013, p. 12). Its basis is remotely sensed data related 
to resolution, measurability and a reliable algorithm for translating between presen-
tation and reality.

In the process of “returning from the battlefield”, drones are following the pat-
tern of the gradual transition of technology similar to the one taken by the Internet 
and satellite mapping—from state secret to commonplace everyday instruments.

This transfer cannot be the result of a singular force, such as one type of stake-
holders—industry—advocating the use of drones and their transfer from the military 
to the civil domain. Rather, the transfer of drones should be observed in the context 
of the neo-liberal project of information technology development that has its ori-
gins in the late 1960s. Similar to the Internet—a developmental template model—a 
technology developed for military purposes gains public funding, but eventually, 
when it begins to be more remunerative, it is put on the market and slowly priva-
tized through public–private partnership arrangements. Satellite images (cf. Kur-
gan 2013) and drones have been taking the same steps. Simultaneously, the “moral 
economy” gradually changes, and the technology is handed over to civil users—be-
nevolent and malevolent users—including users that monitor those in power.

While analysing the civilian use of aerial and satellite imagery, Kurgan (2013) 
observes that the launch of Ikonos, the first satellite to make high-resolution image 
data publicly available, created the revolution because a new kind of deterrence was 
possible, whereby organizations and civilians could test, with meaningful certainty, 
the authority of official claims regarding, for example, the presence of nuclear fa-
cilities in other states (Kurgan 2013, p. 25). Thus, the satellite imagery that was 
used for military purposes and which only later entered the civil domain—only in 
August 1995—to show classified images to members of the UN Security Council 
as evidence of mass killings in Bosnia was transformed into a tool that provides an 
independent check on what the government is saying about mass graves and other 
wartime atrocities in the Balkans (p. 25). Similar to drones, “organizations may find 
it easier to respond quickly to sudden refugee movements, to document and publi-
cize large-scale humanitarian atrocities, to monitor environmental degradation, or 
to manage international disputes before they escalate […]. But, there is no way to 
guarantee benevolent uses” (Kurgan 2013, p. 25). “Images are interpretations pre-
sented as facts. The interpretations made of images are anything but objective or 
self-evident” (Kurgan 2013).

Drones can be and are used for “benevolent” and “malevolent” purposes. In the 
hands of operators guided by humanitarian principles, drones too provide a potent 
new way of ensuring that the world witnesses threats to civilians” (cf. Van Rooyen, 
Director of the Harvard Humanitarian Initiative, from Kurgan 2013, p. 26).
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The use of drones thus shows how surveillance is always a double-edged sword, 
more specifically, that there is a control–care continuum that can be traced in every 
surveillance regime, domain or technology. It is thus possible to acknowledge this 
Janus-faced surveillance in the drone domain. The “other” side of drones is mani-
fold, ranging from escape-and-avoid techniques, and “finger-pointing” and “sham-
ing-and-naming” strategies underlying its illegitimacy to subverting it to empower 
those “below” or lower on the social power scale.

Problems with Drone Resistance

Resistance to drone surveillance faces difficulties similar to resistance in other sur-
veillance domains. There seems to be something inherent to the issues of privacy 
and surveillance that cannot rise to a higher level of mass consciousness—privacy 
violations tend to be hard to visualize (Bennett 2008). Compared to conventional 
crime, which leaves tangible consequences, privacy violations seem very abstract—
there are no broken bodies, only broken souls.

In analysing resistance to surveillance, Clemet and Hurrell (2005, p. 15) note that 
advocacy organizations have great difficulty in mobilizing public support around 
anything other than dramatic public “scandals”. Drones are different from other 
surveillance technologies in so far as they are—at least for the time being—prone to 
provoke public scandals. For instance, the above-mentioned case of a drone buzz-
ing around a stadium during a football match between Serbian and Albanian teams 
would not have provoked such political tension and heated debate if the “offending 
message” of the Albanian spectators had been conveyed on the ground. Calo (2011) 
thus properly observes that drones are good “privacy catalysts”: “The widespread 
domestic use of drones […] may help restore our mental model of a privacy viola-
tion. They could be just the visceral jolt society needs to drag privacy law into the 
twenty-first century.”

Drones are “suitable targets” for resistance to surveillance because we are used 
to dangerous, congested streets and vehicles dangerously passing by, but we are 
frightened of flying machines in the vicinity. The monitoring from the sky seems 
more inappropriate than other types of omnipresent monitoring, such as surveil-
lance on the Internet. A public perception survey conducted in Canada (Bracken-
Roche et al. 2014), for instance, demonstrates that in every area of awareness and 
support the use of drones rather than piloted aircraft changed public opinion about 
information collection. In nearly every category support is lower when a drone is 
deployed. So, for instance, if an organization starts using a drone for routine activi-
ties that the public had formerly considered acceptable, such would now be deemed 
unacceptable (Bracken-Roche et al. 2014, p. 39).

In this sense, drones are “suitable targets” for resistance. However, resistance 
to drones is not undifferentiated. The same survey shows that resistance is directed 
against individual uses of drones, for example, monitoring of people, but not in 
emergency situations, such as responding to disasters, finding missing persons and 
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hostage situations (Bracken-Roche et al. 2014, p. 40). Resistance is also amplified 
towards specific operators, for example, private-industry use of drones is only sup-
ported when the drone’s data collection is directed towards the oversight, mainte-
nance and management of private property. In general, corporate uses of drones 
garner less support than governmental use. There is a distinct lack of support for 
drones used by “private investigators” (11 %), “industry and corporations” (12 %), 
“journalists and media” (12 %) and individual “hobbyists” (14 %), while “emer-
gency responders” get significant support for the collection of data through the 
use of drones (65 %) (Bracken-Roche et al. 2014). Resistance to drones is very 
nuanced also according to a European study (Finn et al. 2014). The use of drones, 
particularly for the inspection of critical infrastructure, was viewed by respondents 
as the user-application combination that carries the fewest and least intense privacy, 
data protection and ethical risks, while uses of RPAS for visual surveillance by 
police and by private individuals were thought to carry the highest risk (Finn et al. 
2014, p. 171). Public attitudes to drones are nuanced, and drone uses are not all tar-
geted and resisted. On the contrary, the public supports empowering uses of drones, 
and these nuances should be the leading principle in the forthcoming regulation of 
drones.

Resistance to drones lacks another strength. It confirms Huey’s insight that there 
is only a network of privacy advocates that remains fragmented with a relatively 
small and geographically biased core. Many anti-drone organizations are still fo-
cused on the USA, such as the “Network to Stop Drone Surveillance and Warfare” 
(NSDSW), “KnowDrones.com”, “Global Drones Watch” and the “No Drones Net-
work”.

The problem with initiatives to resist drones is the extent of their reach—they 
do not tackle the obsession to collect and store massive amounts of data to digi-
tize everything that may (or not) be relevant for decision-makers sometime in the 
future. Drones fit into the developing “sensor society”, where they are not at all 
alone: wearable computers, “smart cities”, “big data”, “swarm intelligence”, robotic 
revolution, etc., are all based on collecting, recording and storing huge amounts of 
data. Sensors are not only above us but also much closer—in the form of “wearable 
drones” (see flynixie.com) or even “bodily-drones” (Droneologist 2014). The issue 
at stake here is then in what Sewell and Barker (2001) termed panopticism—the 
cultural disposition that the gathering of ever greater amounts of information will 
reveal the truth about the social world. The social context of the proliferation of 
drones should then be understood as the new phase and acceleration of panopticism 
(cf. Chap. 2). For instance, drone “signature strikes” manifest this very clearly. They 
show how weapons can be used solely on the basis of huge amounts of data with 
which algorithms are supposedly able to make a “surgically precise” recognition of 
a “terrorist”. The advent of “big drone data” then shows how the above-mentioned 
cultural disposition is being realized through the use of drones.

Today, resistance to technological development may be perceived as blasphe-
my. The “technological sublime” (Carey 2005) is the dream of a world perfected 
through technology. “Transcendence through technology” is the new project of the 
Global North states. Other big technological innovations, such as the contemporary 
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advent of the “big data” revolution, carry—similar to drones—the same amount of 
fear and resentment, on the one hand, and enthusiasm and approval, on the other. 
The only meaningful resistance to drones is resistance through co-optation, but 
from resistance to drones to sousveillance and empowering drones is a huge leap 
that carries a huge risk too. The use of drones contributes to the reproduction of the 
existing knowledge/power relations. Only very limited uses of empowering drones 
may “save humanity, where humans have failed” (Križnar 2014).
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