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PREFACE

Why	I	Wrote	This	Book
I	 have	 taught	 courses	 on	 reason	 and	 argument	 for	 over	 thirty-five	 years	 at
Dartmouth	College	and	now	Duke	University.	Many	students	tell	me	that	my
courses	have	helped	them	in	various	areas	of	their	lives.	They	motivate	me	to
keep	going.

While	my	students	learned	to	argue,	the	rest	of	the	world	lost	that	skill.	The
level	of	discourse	and	communication	in	politics	and	also	in	personal	life	has
reached	 new	 lows.	 During	 election	 years,	 my	 course	 has	 always	 discussed
examples	of	arguments	during	presidential	debates.	During	 the	1980s,	 I	had
no	trouble	finding	arguments	on	both	sides	in	the	debates.	Today	all	I	find	are
slogans,	 assertions,	 jokes,	 and	 gibes	 but	 very	 few	 real	 arguments.	 I	 see
dismissals,	put-downs,	abuse,	accusations,	and	avoiding	 the	 issue	more	 than
actual	engagement	with	problems	that	matter.	There	might	be	fewer	protests
in	the	streets	today	than	in	the	1960s,	but	there	are	still	fewer	serious	attempts
to	reason	together	and	understand	each	other.

I	 could	 not	 help	 but	 conclude	 that	 our	 culture,	 like	 my	 students,	 could
benefit	from	a	strong	dose	of	reason	and	argument.	When	I	moved	to	Duke	in
2010,	I	was	offered	a	chance	to	reach	a	wider	audience	through	the	magical
medium	of	MOOCs	(that	is,	Massive	Open	Online	Courses).	With	my	friend,
Ram	Neta,	I	taught	a	MOOC	(Think	Again	on	the	Coursera	platform)	that	has
attracted	 over	 800,000	 registered	 students	 from	 over	 150	 countries.	 This
surprising	response	convinced	me	of	a	hunger	around	the	world	for	learning
how	 to	 reason	 and	 argue.	 Of	 course,	 not	 all	 of	 my	 students	 finished	 the
course,	much	less	learned	how	to	argue	well—but	many	did.	My	hope	is	that
their	 new	 skills	 helped	 them	 understand	 and	 work	 together	 with	 their
neighbors.

The	book	that	you	have	in	your	hands	(or	on	your	screen?)	is	another	step
in	that	direction.	My	goal	is	to	show	what	arguments	are	and	what	good	they
can	 do.	 This	 book	 is	 not	 about	 winning	 arguments	 or	 beating	 opponents.
Instead,	it	is	about	understanding	each	other	and	appreciating	strong	evidence.
It	teaches	logic	instead	of	rhetorical	tricks.



Although	 this	book	began	as	 a	manual	 on	how	 to	 argue,	 I	 realized	 that	 I
also	needed	to	start	by	explaining	why	people	should	argue.	That	motivational
discussion	 then	grew	 into	Part	 I:	Why	Argue?	The	 lessons	on	how	 to	argue
then	became	Part	 II,	 complemented	by	 an	overview	of	 how	not	 to	 argue	 in
Part	III.	By	the	end	of	the	book,	I	hope	that	you	will	be	both	willing	and	able
to	argue	and	assess	arguments	as	well	as	to	provide	motivation	and	a	model
for	others	 to	 join	you	 in	constructive	engagement.	These	skills	can	 improve
not	only	your	life	but	also	our	shared	society.
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INTRODUCTION

Our	Cultural	Rut
CALAMITIES	 THREATEN	 OUR	WORLD:	 War	 is	 constant.	 Terrorism	 is
common.	Migrants	 seek	 refuge.	 Poverty	 is	 extreme.	 Inequality	 is	 growing.
Racial	tensions	are	rising.	Women	are	mistreated.	Climate	change	is	looming.
Diseases	 are	 running	 rampant.	 Health	 costs	 are	 soaring.	 Schools	 are
deteriorating.	The	news	leaves	us	overwhelmed	and	depressed.

These	 crises	 are	gigantic	 in	 scope	 and	 scale.	Because	of	 their	 immensity,
none	 of	 these	 problems	 can	 be	 solved	 without	 widespread	 cooperation.
Indeed,	 real	 solutions	 require	 collaboration	among	diverse	groups	of	people
with	conflicting	beliefs	and	values.	It’s	not	just	that	warmongers	need	to	stop
fighting,	racists	need	to	stop	discriminating,	and	ignorant	fools	need	to	learn
basic	 facts.	 In	 addition,	 those	of	us	who	are	neither	warmongers	nor	 racists
nor	 fools	 need	 to	work	 together	 despite	 our	 differences	 and	 disagreements.
The	 refugee	 problem	 cannot	 be	 solved	 unless	 a	 number	 of	 countries	 with
disparate	 goals	 and	 assumptions	 agree	 on	 the	 nature	 of	 the	 problem	and	 its
solution	and	then	come	together	to	convince	everyone	to	do	their	share.	The
problem	 of	 climate	 change	 cannot	 be	 solved	 unless	 countries	 all	 over	 the
world	 agree	 that	 there	 is	 a	 problem	 and	 then	 curtail	 their	 production	 of
greenhouse	 gasses.	 Terrorism	 cannot	 be	 exterminated	 until	 every	 nation
denies	 terrorists	 safe	haven.	 It	will	never	be	enough	 for	one	person	or	even
one	 country	 to	 decide	 what	 to	 do	 and	 then	 do	 it	 alone.	 They	 also	 need	 to
convince	many	others	to	go	along.

That	 much	 is	 obvious.	What	 is	 not	 so	 obvious	 is	 why	 smart	 and	 caring
people	do	not	just	do	it.	Why	don’t	they	work	together	to	solve	their	common
problems?	 Contemporary	 science	 gives	 us	 remarkable	 powers	 to	 learn,	 to
communicate,	and	to	control	our	futures.	Yet	we	fail	to	use	these	abilities	for
good.	So	little	gets	done	when	so	much	is	at	stake!	These	same	problems	are
bad	 for	 everyone	 on	 both	 sides	 of	 these	 disputes,	 even	 if	 some	 unfortunate
groups	 are	 harmed	 much	 more	 than	 others.	 Nonetheless,	 politicians	 from
various	 countries	 and	 indeed	 politicians	 within	 the	 same	 country	 quibble
instead	of	cooperating,	undermine	instead	of	supporting,	 interrupt	 instead	of
listening,	 and	draw	 lines	 in	 the	 sand	 instead	of	proposing	compromises	 that



could	 gain	 mutual	 agreement.	 Politicians	 add	 to	 the	 problems	 instead	 of
solving	 them—or	 they	 propose	 solutions	 that	 they	 know	 will	 be	 rejected
immediately	by	their	opponents.	Some	exceptions—notably	the	Paris	Accord
on	 climate	 change—show	 how	 countries	 could	 work	 together,	 but	 such
cooperation	is	all	too	rare.

Not	 only	 in	 politics.	 Facebook,	 Skype,	 Snapchat,	 smart	 phones,	 and	 the
Internet	 make	 it	 much	 easier	 than	 ever	 before	 to	 communicate	 around	 the
globe,	 and	 many	 people	 do	 spend	 a	 lot	 of	 time	 talking	 with	 friends.
Nonetheless,	 these	 exchanges	 almost	 always	 occur	 within	 bubbles	 of	 allies
with	 similar	worldviews.	Moreover,	 discourse	has	 reached	new	 lows	on	 the
Internet.	 Complex	 issues	 are	 reduced	 to	 280-character	 tweets	 or	 shorter
hashtags	and	slogans.	Even	thoughtful	tweets	and	blog	posts	are	often	greeted
with	contempt,	gibes,	humor,	and	abuse	by	Internet	trolls.	Moderate	opinions
encounter	 immoderate	 insults	 that	 masquerade	 as	 wit	 and	 spread	 willful
misinterpretation	of	opponents.	The	Web	makes	it	easier	for	large	numbers	of
critics	 to	attack	quickly,	viciously,	and	 thoughtlessly.	This	new	medium	and
culture	 reward	 bluster	 instead	 of	 modesty	 and	 leave	 little	 incentive	 to	 be
caring	 or	 careful,	 fair	 or	 factual,	 trustworthy	 or	 thoughtful.	 Rhetoric	 gains
likes.	Reason	 receives	 dislikes.	The	medium	 that	 should	 be	 our	 tool	 shapes
our	actions	and	goals.

This	dark	picture	is	not	always	accurate,	of	course,	but	it	is	too	accurate	too
often.	 And	 many	 of	 these	 disparate	 problems	 stem	 largely	 from	 the	 same
source:	a	lack	of	mutual	understanding.	Sometimes	people	avoid	talking	with
each	other.	Even	when	they	do	talk,	there	is	little	communication	of	ideas	on
important	issues.	As	a	result,	they	cannot	figure	out	why	other	people	believe
what	 they	say.	Politicians	cannot	work	 together,	 at	 least	partly	because	 they
do	not	understand	each	other.	Opponents	will	never	agree	to	bear	their	share
of	the	burden	if	they	do	not	understand	why	that	burden	needs	to	be	carried.

This	lack	of	understanding	might	sometimes	result	from	incommensurable
world	views	or	 conflicting	assumptions	 that	prevent	mutual	 comprehension.
However,	 political	 opponents	 too	 often	 do	 not	 even	 try	 to	 understand	 each
other,	partly	because	they	see	no	personal	or	political	gain	in	reaching	out	and
being	fair.	Indeed,	they	often	have	strong	incentives	neither	to	reach	out	nor	to
be	fair.	Tweeters	and	bloggers	go	wild	on	the	Internet,	because	their	goal	is	to
gain	 likes	 for	 their	 jokes	 and	 gibes.	 They	 receive	 few	 such	 rewards	 on	 the
Internet	from	balanced	attempts	 to	see	the	other	side	in	contentious	debates.
Why	should	they	try	to	understand	their	opponents	when	they	think	that	they
are	 bound	 to	 fail	 and	 get	 nothing	 in	 return	 for	 their	 attempts?	 Admittedly,
many	 interesting	 and	 insightful	 conversations	 do	 occur	 on	 Twitter	 and	 the
Internet,	 but	 the	 huge	 number	 of	 lurking	 trolls	 scares	 off	 many	 potential



contributors.

When	they	give	up	on	understanding,	they	turn	to	willful	misunderstanding
and	misinterpretation.	People	on	both	sides	of	divisive	disputes	repeatedly	put
words	 into	 each	 other’s	mouths	 and	 then	 retort	 or	 snort,	 “I	 cannot	 imagine
why	 they	 think	 that.”	Of	course,	 they	cannot	 imagine	why	 their	 rivals	 think
that,	because	they	formulated	their	rivals’	views	in	that	way	precisely	to	make
those	 views	 look	 silly.	 They	 know	 or	 should	 know	 that	 they	 are
misrepresenting	their	opponents,	but	they	do	not	care.	Their	goals	are	not	to
convince	 opponents	 or	 appreciate	 their	 positions.	 They	 seek	 only	 to	 amuse
their	allies	by	abusing	their	opponents.

These	attitudes	undermine	respect,	connection,	and	cooperation.	You	hold
your	position.	I	hold	mine.	I	cannot	comprehend	how	you	could	be	so	blind.
You	 have	 no	 idea	why	 I	 am	 so	 stubborn.	 I	 do	 not	 respect	 your	 views.	You
return	the	favor.	We	abuse	and	come	to	despise	each	other.	I	do	not	want	 to
meet	with	you.	You	do	not	want	to	deal	with	me.	I	refuse	to	compromise.	So
do	you.	Neither	of	us	is	open	to	any	possibility	of	cooperation.	No	progress	is
made.	Sad!

HOW	DID	WE	GET	HERE?

How	did	we	fall	into	this	cultural	hole?	How	can	we	climb	out?	The	full	story
is	 complex,	 of	 course.	Anything	 as	widespread	 and	 intricate	 as	 a	 culture	 is
bound	 to	 have	 many	 aspects	 and	 influences.	 These	 issues	 should	 not	 be
oversimplified,	 but	 it	 would	 be	 overwhelming	 to	 try	 to	 discuss	 all	 of	 its
complications	 at	 once.	 Consequently,	 this	 short	 book	 will	 emphasize	 and
explore	 only	 one	 part	 of	 the	 problem.	 I	 focus	 on	 this	 one	 bit,	 because	 it	 is
often	 overlooked,	 because	 it	 is	 fundamental,	 because	 it	 lies	 within	 my
expertise,	and	because	each	of	us	can	do	something	about	 it	 in	our	personal
lives	instead	of	having	to	wait	for	politicians	and	cultural	 leaders	to	act.	We
can	all	start	to	work	on	the	problem	right	now.

My	answer	is	 that	many	people	have	stopped	giving	reasons	of	 their	own
and	 looking	 for	 reasons	 for	 opposing	 positions.	 Even	 when	 they	 give	 and
receive	 reasons,	 they	 do	 so	 in	 a	 biased	 and	 uncritical	 way,	 so	 they	 fail	 to
understand	the	reasons	on	each	side	of	the	issue.	These	people	claim	too	often
that	 their	stance	is	so	obvious	that	anyone	who	knows	what	they	are	talking
about	will	 agree	with	 them.	 If	 so,	 opponents	must	 not	 know	what	 they	 are
talking	 about.	 Even	 before	 their	 opponents	 start	 talking,	 these	 people	 feel
confident	 that	 those	 on	 the	 opposing	 side	 must	 all	 be	 deeply	 confused	 or
misinformed	 or	 even	 crazy.	 They	 disparage	 their	 opponents	 as	 so	 silly	 that
they	cannot	have	any	reason	at	all	on	their	side.	Then	they	cynically	assume
that	reasoning	won’t	do	any	good	anyway,	because	their	opponents	are	driven



only	 by	 emotions—fear,	 anger,	 hatred,	 greed,	 or	 blind	 compassion—and	do
not	care	about	truth	or	about	the	same	values	that	matter	to	them.	As	a	result,
elections	 are	 decided	 by	who	gets	 out	 the	most	 voters	 and	 perhaps	 by	who
creates	 the	most	rousing	or	humorous	advertisements	and	slogans	 instead	of
by	who	gives	the	strongest	reasons	for	their	policies.	This	strategy	cannot	help
us	climb	out	of	our	rut.

We	need	to	state	and	understand	arguments	on	both	sides.	We	need	to	offer
our	 reasons	 to	our	opponents	and	demand	 their	 reasons	 from	them.	Without
exchanging	reasons,	we	cannot	understand	each	other.	Without	understanding,
we	 cannot	 figure	 out	 how	 to	 compromise	 or	 cooperate	 with	 each	 other.
Without	 cooperation,	 we	 cannot	 solve	 our	 problems.	 Without	 solving	 our
problems,	we	will	all	be	worse	off.

HOW	DO	WE	GET	OUT	OF	HERE?

This	analysis	of	the	problem	suggests	a	solution.	We	all	need	to	communicate
more	and	in	better	ways.	One	crucial	step	is	to	assert	less	and	question	more.
The	 most	 useful	 questions	 ask	 why	 we	 believe	 what	 we	 do	 and	 how	 our
proposals	would	work.	These	questions	ask	for	reasons	of	different	kinds,	so
we	especially	need	to	learn	how	to	ask	each	other	for	reasons.	Still,	questions
are	not	enough	by	themselves.	Asking	for	reasons	won’t	help	if	nobody	can
answer.	Answers	take	the	form	of	arguments	that	express	our	reasons.	Thus,
we	 need	 to	 learn	 how	 to	 give	 appropriate	 arguments	 when	 asked,	 how	 to
appreciate	arguments	that	others	give	us,	and	how	to	spot	weaknesses	in	our
own	arguments	as	well	as	in	arguments	on	the	other	side.	I	will	try	to	begin	to
teach	some	of	these	lessons	in	the	following	pages.

These	 lessons	 need	 to	 begin	with	 a	 rough	understanding	of	what	 reasons
and	arguments	are.	Chapter	6	will	go	into	more	detail,	but	we	should	head	off
some	 common	 misunderstandings	 from	 the	 start.	 Many	 people	 mistake
reasons	and	arguments	for	weapons	in	a	war	or	at	least	in	a	competition,	like	a
debate.	 That	 is	 far	 from	 what	 I	 recommend	 here.	 Wars	 and	 competitions
cannot	help	us	work	together.

Instead,	 I	 will	 present	 reasons	 and	 arguments	 as	 attempts	 to	 increase
understanding.	When	I	give	you	a	reason	to	justify	my	claim,	my	reason	helps
you	understand	why	I	believe	that	my	claim	is	true.	Similarly,	when	you	give
me	a	reason	for	your	claim,	your	reason	helps	me	understand	why	you	believe
your	claim.	Our	reasons	can	achieve	these	goals	without	convincing	either	of
us	to	change	our	minds	at	all.	We	might	continue	to	disagree,	but	at	least	we
understand	 each	 other	 better.	 That	 mutual	 understanding	 is	 what	 helps	 us
work	together.



The	 same	goal	 can	be	aided	by	another	kind	of	 reason	 that	 explains	why
something	happens.	It	is	useful	to	know	that	an	event,	such	as	an	eclipse,	will
occur.	This	knowledge	enables	you	to	go	and	watch	the	eclipse.	However,	it
does	 not	 help	 you	 predict	 future	 eclipses.	 You	 cannot	 figure	 out	 when	 an
eclipse	will	 occur	without	understanding	why	eclipses	occur	 (and	without	 a
lot	more	information	as	well).	To	predict	the	future,	we	need	explanations	or
explanatory	reasons	why	events	occur	in	the	present.	And	we	need	to	be	able
to	predict	the	future	to	determine	which	proposal	will	(in	the	future)	succeed
in	solving	a	problem.	That	 is	why	we	need	explanatory	reasons	 if	we	are	 to
work	together	fruitfully.

Because	we	need	reasons,	we	also	need	arguments.	The	kinds	of	arguments
that	I	will	discuss	here	are	not	verbal	fights,	such	as	when	married	couples	or
political	 rivals	“argue”	by	yelling	at	each	other.	Arguments	as	I	will	present
them	 here	 are	 more	 constructive	 than	 that.	 Roughly,	 an	 argument	 is	 given
when—and	 only	 when—someone	 (the	 arguer)	 presents	 one	 claim	 (the
premise)	 as	 a	 reason	 of	 some	 kind	 for	 another	 claim	 (the	 conclusion).	 The
reason	is	the	premise,	and	the	argument	presents	that	premise	as	a	reason.	The
purpose	of	the	argument	is	to	express	the	reason	to	an	audience	and	thereby	to
increase	 their	understanding	either	of	why	 the	conclusion	 is	 true	or	why	 the
arguer	believes	the	conclusion.

This	definition	excludes	some	things	that	are	often	called	arguments	(such
as	cursing	at	 another	person),	 and	 it	 includes	other	 things	 that	 are	often	not
seen	 as	 arguments	 (such	 as	 explanations).	 It	 does	 not	 pretend	 to	 capture
common	usage.	Nonetheless,	it	picks	out	what	we	need	in	order	to	understand
each	other	and	work	together.

Although	we	need	more	arguments	of	this	kind,	we	should	not	argue	all	day
long.	 Everybody	 needs	 a	 break.	Moreover,	 arguments	 are	 not	 all	 we	 need.
Arguments	do	little	good	when	the	audience	is	not	receptive,	so	we	also	need
to	learn	social	skills	and	habits	to	encourage	our	audiences	to	be	receptive	to
reasons.	We	need	to	learn	modesty	(or	not	claiming	that	we	possess	the	whole
truth),	 graciousness	 (including	 conceding	 opponents’	 good	 points),	 patience
(in	waiting	for	audiences	to	think	through	our	points),	and	forgiveness	(when
an	opponent	refuses	to	concede	our	own	good	points).	Although	much	more	is
needed,	arguments	play	an	important	role	in	a	larger	scheme	that	can	solve	or
at	least	reduce	some	problems	in	our	culture.	Arguments	are	necessary	even	if
they	are	not	sufficient	by	themselves	to	solve	our	problems.

Reason	 and	 argument	 are	 often	 presented	 as	 if	 they	 were	 enemies	 of
emotion,	but	 that	 is	another	misunderstanding	to	avoid.	Reasons	often	guide
emotions,	such	as	when	evidence	of	a	 friend’s	 treachery	makes	me	angry	at
that	friend.	Indeed,	emotions	can	be	reasons	in	the	broad	sense	that	I	am	using



here.	 The	 premise	 that	 I	 feel	 love	when	 I	 am	with	 someone	 is	 a	 reason	 to
spend	time	with	my	beloved	and	to	believe	that	this	time	will	be	well	spent.
The	premise	that	I	feel	fear	when	I	drive	too	fast	 is	a	reason	not	to	drive	so
fast	and	to	believe	that	driving	so	fast	is	dangerous.	In	such	cases,	emotions
and	 reasons	 do	 not	 compete	 and	 might	 not	 even	 be	 distinct.	 Thus,	 strong
feelings	can	be	rational.	We	do	not	always	need	 to	suppress	emotion	and	 to
remain	calm	in	order	to	use	reason	and	argument.

More	 generally,	 misunderstanding	 of	 reasons	 and	 arguments	 can	 lead	 to
cynicism	 and	 contempt	 for	 reasons	 and	 arguments.	 That	 cynicism	 and
contempt	is	part	of	what	causes	the	problem	of	polarization.	Hence,	learning
to	 understand	 and	 appreciate	 reasons	 and	 arguments	 properly	 can	 help	 to
solve	part	of	the	problem.	It	can	help	us	climb	out	of	our	cultural	rut.



PART	I

WHY	TO	ARGUE



1

SO	CLOSE	AND	YET	SO	FAR

HOW	MANY	 OF	 YOUR	 CLOSE	 FRIENDS	 hold	 political	 views	 that	 are
diametrically	 opposed	 to	 your	 own?	 In	other	words,	 if	 you	 are	 liberal,	 how
many	 of	 your	 close	 friends	 are	 very	 conservative?	 If	 you	 are	 conservative,
how	 many	 of	 your	 close	 friends	 are	 extremely	 liberal?	 And	 if	 you	 are
moderate	or	 independent,	how	many	of	your	close	 friends	hold	 immoderate
positions	on	either	side	of	the	political	spectrum?	For	most	people	today,	the
answer	is,	“Not	many.”

To	figure	out	why,	we	need	to	ask	a	few	more	questions.	Would	you	worry
if	your	child	or	sibling	held	political	positions	diametrically	opposed	to	your
own?	Would	 it	 bother	 you	 if	 they	married	 someone	with	 opposing	 political
views?	Would	you	be	scared	or	annoyed	if	you	had	to	move	into	a	community
where	most	people	vote	for	different	candidates	than	you	do?	Do	you	go	out
of	your	way	to	listen	to	people	who	disagree	with	you	about	politics?	Do	you
read,	watch,	or	listen	carefully	to	news	that	comes	from	sources	that	support
political	 positions	 hostile	 to	 your	 own?	 Do	 you	 despise	 the	 party	 that
competes	with	yours?	Do	you	think	that	it	is	a	threat	to	the	well-being	of	your
country	 and	 of	 people	 whom	 you	 care	 about?	 Do	 you	 understand	 why	 its
supporters	 prefer	 it	 and	 its	 candidates?	Do	you	 recognize	 any	good	 reasons
for	their	positions?	Can	you	fairly	explain	why	they	take	the	stands	that	they
take	on	crucial	issues?	How	sure	are	you	that	you	are	right	about	the	political
issues	that	divide	you	from	them?

In	 many	 countries	 around	 the	 world,	 these	 questions	 receive	 different
answers	 today	 than	 they	 received	 only	 a	 decade	 or	 two	 ago.	 Today	 many
people	have	few	close	friends	with	radically	different	political	views,	live	in
communities	with	vast	majorities	that	support	the	same	political	party,	read	or
listen	to	news	sources	that	agree	with	them,	build	social	media	networks	with
only	political	allies,	and	rarely	come	across	people	who	express	views	hostile
to	 their	own.	When	they	do	encounter	such	views,	 they	almost	never	 talk	at
length	 or	 try	 hard	 to	 understand	 why	 those	 people	 disagree	 so	 much	 with
them.	When	 they	 talk	 with	 opponents,	 they	 do	 not	 try	 to	 give	 reasons	 but
instead	resort	to	emotional	appeals,	verbal	abuse,	jokes	at	their	expense,	and



threats	 of	 ostracism	 or	worse.	 Or	 they	 quickly	 change	 the	 subject	 to	 avoid
uncomfortable	 disagreements.	 None	 of	 these	 reactions	 builds	 bridges	 or
solves	problems.

Skeptics	might	wonder,	 however,	whether	we	 really	 are	 as	 polarized	 and
isolated	as	 I	have	been	suggesting.	After	all,	many	people	hold	moderate	or
mixed	political	views,	even	if	they	do	not	usually	express	them	loudly	or	go
into	politics.	Most	of	us	do	know	some	people	with	opposing	political	views,
even	if	we	usually	avoid	talking	with	them	about	politics.	Opposing	political
parties	do	hold	 lengthy	debates	 in	most	democracies,	 even	 if	 those	debaters
often	 sidestep	 the	 real	 issues.	 Parties	 write	 platforms,	 even	 if	 they	 rarely
follow	 them.	 Politicians	 do	 support	 their	 positions	 in	 various	 news	 media,
even	 if	 only	 by	 reasserting	 them.	 Such	 exchanges	 do	 often	 seem	 to	 give
reasons	 for	 each	 side.	And	both	 sides	do	 tend	 to	 think	 that	 they	understand
their	opponents	perfectly	well.	Sometimes	political	opponents	even	like	each
other.	So	maybe	the	“culture	wars”	are	exaggerated.

In	 order	 to	 determine	 the	 depth	 and	 breadth	 of	 polarization,	 this	 chapter
will	 consider	 some	 empirical	 research	 on	 polarization.	A	boatload	 has	 been
written	on	this	topic,	so	we	can	only	survey	a	small	sample,	but	we	can	learn
a	 lot	 from	 this	 little	 bit,	 starting	with	 the	United	States	 and	 then	 turning	 to
other	countries.

WHAT	IS	POLARIZATION?

Polarization	 is	 hard	 to	 study	 partly	 because	 it	 means	 different	 things	 to
different	people.1	Sometimes	polarization	is	measured	in	this	way:
Distance:	Groups	 are	more	 distant	 from	 each	 other	when	 their	 views	 are	 farther	 apart	 on	 some
relevant	scale.

Of	 course,	 there	 can	 be	 a	 great	 distance	 between	 the	 average	 views	 of	 two
groups	even	when	there	is	also	a	large	area	of	overlap	between	these	groups—
if	the	individuals	in	these	groups	vary	enough	among	themselves.	Imagine	a
scale	of	 left	 (liberal)	 to	 right	 (conservative)	orientation	 in	politics	 from	0	 to
10.	 If	 a	 liberal	 party	 varies	 from	 0	 to	 7	 with	 an	 average	 of	 3	 and	 a
conservative	 party	 varies	 from	 3	 to	 10	with	 an	 average	 of	 7,	 then	 a	 lot	 of
people	between	3	and	7	will	share	views	even	though	they	are	in	competing
parties	whose	averages	lie	far	apart.

For	 this	 reason,	 some	 researchers	 and	 commentators	 usually	 add	 another
measure	of	polarization:
Homogeneity:	 Groups	 are	 more	 internally	 homogeneous	 when	 there	 is	 less	 variance	 among
members	of	each	group.

Distance	 plus	 homogeneity	 equals	 polarization.	 These	 features	 together	 are



enough	to	capture	the	metaphor	of	poles,	since	the	North	and	South	Poles	are
points	far	from	each	other.

Still,	merely	being	far	apart	does	not	ensure	that	parties	and	people	will	not
get	 along.	 For	 one	 thing,	 we	might	 disagree	 a	 lot	 about	 issues	 that	 do	 not
matter	much	to	us.	Many	Taiwanese	like	stinky	tofu,	and	I	love	it,	but	many
Americans	 find	 it	 disgusting.	 These	 views	 on	 stinky	 tofu	 are	 extremely
different,	but	 that	kind	of	polarization	does	not	create	any	serious	problems.
Neither	group	dislikes	the	other	because	of	its	views	on	stinky	tofu.	They	just
eat	what	they	want.

Conflicts	do	not	arise	until	we	add	more	to	distance	plus	homogeneity:
Antagonism:	 Groups	 are	 more	 polarized	 when	 they	 feel	 more	 hatred,	 disdain,	 fear,	 or	 other
negative	emotions	toward	people	on	the	other	pole.

Antagonism	 is	 about	 how	 people	 feel,	 but	 these	 private	 feelings	 often	 get
expressed	in	public	speech:
Incivility:	Groups	are	more	polarized	when	they	talk	more	negatively	about	the	people	at	the	other
pole.

Negative	speech	causes	feelings	of	hatred,	and	this	hatred	leads	people	to	use
more	 negative	 epithets,	 which	 leads	 to	 more	 hatred,	 which	 leads	 to	 more
epithets,	 and	 so	 on.	 Antagonism	 and	 incivility	 reinforce	 each	 other	 in	 a
vicious	circle.

Bad	feelings	and	speech	are	bad	enough,	but	what	matters	more	are	actions.
In	order	to	move	beyond	feelings	and	speech	to	actions,	many	commentators
also	associate	polarization	with	certain	barriers	in	political	or	private	life:
Rigidity:	Groups	 are	more	polarized	 to	 the	 extent	 that	 they	 treat	 their	 values	 as	 sacred	 rights	on
which	they	refuse	to	compromise.

Rigidity	is	clearly	connected	to	the	intensity	of	one’s	emotions	and	values	as
well	as	one’s	views	on	the	source	of	those	values.	Because	cooperation	often
requires	compromise,	rigidity	can	lead	to
Gridlock:	 Groups	 are	 more	 polarized	 to	 the	 extent	 that	 they	 are	 unable	 to	 cooperate	 and	 work
together	toward	common	goals.

Gridlock	 is	 often	 what	 bothers	 people	 most	 about	 polarization,	 because	 it
prevents	government	actions	that	can	solve	social	problems.

Governments	 can	 still	 function	when	 society	 is	 split	 between	groups	 that
are	 polarized,	 antagonistic,	 and	 rigid	 if	 one	 group	 has	 all	 or	 most	 of	 the
power,	 either	 because	 it	 constitutes	 a	 significant	 majority	 or	 because	 it
somehow	 grabbed	 the	 reins	 of	 government.	 Thus,	 gridlock	 in	 the	 sense	 of
inability	 to	get	anything	done	occurs	only	 if	neither	group	can	lord	over	 the
other.	Still,	even	 if	one	group	dominates	and	gets	what	 it	wants,	gridlock	 in
the	sense	of	groups	being	unable	 to	work	 together	 is	undesirable	as	 long	as



both	groups	should	have	some	control	over	the	institutions	that	govern	them.

Gridlock	also	might	seem	less	likely	or	less	dangerous	in	governments	with
more	 than	 two	 parties,	 such	 as	 those	 in	 Germany,	 Israel,	 India,	 the	 United
Kingdom,	and	many	other	countries.	In	such	systems,	different	parties	need	to
work	together	in	order	to	form	coalitions	that	achieve	a	majority.	Nonetheless,
such	 coalitions	 can	 still	 easily	 become	 antagonistic,	 rigid,	 and	 incapable	 of
working	with	anyone	outside	 the	 ruling	coalition.	Then	 there	 is	polarization
between	coalitions	 instead	of	between	single	parties,	but	 the	same	problems
can	arise.

So,	 what	 is	 polarization?	 All	 of	 the	 above.	 The	 full	 syndrome	 includes
every	 one	 of	 these	 aspects—distance,	 homogeneity,	 antagonism,	 incivility,
rigidity,	 gridlock—and	more.	 This	 complexity	 cannot	 be	 simplified	without
distorting	 the	 issue.	 Still,	when	we	 discuss	 polarization,	we	 should	 not	 talk
about	all	of	these	aspects	at	once.	To	avoid	confusion,	we	need	to	know	which
specific	features	of	polarization	are	relevant	to	each	particular	discussion.

ARE	THE	POLES	MOVING	APART?

How	 much	 polarization	 exists?	 Let’s	 start	 by	 looking	 at	 polarization
understood	 simply	 as	 distance	 plus	 homogeneity.	 How	 can	 we	 measure
distance	 and	 homogeneity?	 In	 politics,	 the	 standard	 method	 is	 to	 ask
randomly	 selected	 members	 of	 a	 group	 a	 variety	 of	 questions	 with	 typical
liberal	and	conservative	answers.	Distance	between	the	groups	is	measured	by
how	far	apart	the	average	answers	are	for	each	group.	Homogeneity	within	a
group	 is	 measured	 by	 how	 close	 the	 answers	 of	 different	 members	 of	 the
group	 are.	We	 can	 use	 these	 questionnaires	 to	 track	 trends	 in	 this	 kind	 of
polarization	over	time.

In	the	United	States,	polarization	seems	to	have	grown	tremendously	in	the
decades	 since	 the	 1990s.	 That	 impression	 is	 widespread	 and	 supported	 by
surveys.	First	 consider	distance	between	 the	parties,	 called	 the	partisan	gap.
This	 gap	 has	 grown	 on	 a	 wide	 variety	 of	 issues.	 Here	 are	 some	 dramatic
examples:2

“The	best	way	to	ensure	peace	is	through	military	strength.”

1994:	44%	of	Republicans	and	28%	of	Democrats	agreed.
2014:	48%	of	Republicans	and	18%	of	Democrats	agreed.

On	this	issue,	the	partisan	gap	almost	doubled	from	16%	to	30%.
“Government	regulation	of	business	usually	does	more	harm	than	good.”

1994:	64%	of	Republicans	and	46%	of	Democrats	agreed.
2014:	68%	of	Republicans	and	29%	of	Democrats	agreed.

On	this	issue,	the	partisan	gap	more	than	doubled	from	18%	to	39%.
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“Stricter	environmental	laws	and	regulations	cost	too	many	jobs	and	hurt	the	economy.”

1994:	39%	of	Republicans	and	29%	of	Democrats	agreed.
2014:	59%	of	Republicans	and	24%	of	Democrats	agreed.

On	this	issue,	the	partisan	gap	more	than	tripled	from	10%	to	35%.
“Poor	people	today	have	it	easy	because	they	can	get	government	benefits	without	doing	anything
in	return.”

1994:	63%	of	Republicans	and	44%	of	Democrats	agreed.
2014:	66%	of	Republicans	and	28%	of	Democrats	agreed.

On	this	issue,	the	partisan	gap	doubled	from	19%	to	38%.
“Blacks	who	can’t	get	ahead	in	this	country	are	mostly	responsible	for	their	own	condition.”

1994:	66%	of	Republicans	and	53%	of	Democrats	agreed.
2014:	79%	of	Republicans	and	50%	of	Democrats	agreed.

On	this	issue,	the	partisan	gap	more	than	doubled	from	13%	to	29%.

Notice	 that	Republicans	 changed	more	 on	 some	 issues,	whereas	Democrats
changed	 more	 on	 other	 issues.	 Each	 side	 often	 blames	 their	 opponent	 for
creating	 polarization	 by	 moving	 to	 an	 extreme	 position,	 but	 actually	 both
sides	have	moved,	though	to	different	degrees	on	different	issues.	The	result
is	 that	 the	 gap	 between	 Republicans	 and	 Democrats	 has	 increased
significantly	in	a	short	time	on	many	central	issues.3

CAN’T	WE	AT	LEAST	AGREE	ON	THE	FACTS?

These	 studies	 focus	 on	 political	 values	 and	 norms,	 but	 polarization	 also
extends	 to	 religion	and	even	 to	matters	of	 fact.	Democrats	 and	Republicans
disagree	strongly	about	whether	climate	change	 is	caused	or	exacerbated	by
human	 greenhouse	 gas	 emissions.	 That	 is	 a	 scientific	 issue	 that	 could
potentially	be	settled	independently	of	whether	one	thinks	that	greenhouse	gas
emissions	 and	 climate	 change	 are	 bad,	 good,	 or	 neutral.	 Despite	 this
possibility,	 politics	 often	 drives	 scientific	 beliefs	 instead	 of	 science	 driving
policy.	 Similarly,	 Democrats	 and	 Republicans	 have	 very	 divergent	 factual
beliefs	about	many	other	factual	issues,	including	these:

whether	fracking	is	dangerous,

whether	capital	punishment	deters	murder,

whether	waterboarding	is	effective	in	fighting	terrorism,

whether	gun	ownership	promotes	or	reduces	gun	violence,

whether	social	welfare	programs	help	or	hurt	economic	growth,

how	many	immigrants	entered	the	United	States	illegally,

how	many	illegal	immigrants	are	criminals,
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how	many	illegal	immigrants	take	jobs	that	citizens	want,

how	much	voter	fraud	is	committed	in	United	States	elections,

whether	there	were	weapons	of	mass	destruction	in	Iraq	before	the
United	States	attacked.

Most	Democrats	 answer	 these	questions	differently	 from	most	Republicans,
suggesting	that	these	parties	cannot	agree	on	facts	any	more	than	on	values.

Liberals	 sometimes	 blame	 conservatives	 for	 this	 problem	 because	 they
think	that	conservatives	base	their	factual	beliefs	on	religion	or	on	unreliable
authorities	instead	of	science.	This	common	accusation	makes	it	worth	noting
that	 liberals	 often	 reject	 the	 scientific	 consensus	 on	 whether	 genetically
modified	 foods	 are	 safe,	 whether	 vaccinations	 cause	 autism,	 or	 whether
nuclear	wastes	can	be	disposed	of	safely.4	On	the	other	hand,	Republicans	are
more	 likely	 to	 reject	 the	 scientific	 consensus	 on	 climate	 change,	 though
conservatives	 who	 doubt	 man-made	 climate	 change	 do	 not	 show	 less
scientific	literacy.5	Neither	side	has	a	monopoly	on	scientific	evidence	or	on
the	facts.

Facts	and	values	are	connected,	of	course.	If	we	do	not	agree	about	whether
capital	 punishment	 deters	 or	 about	 whether	 global	 warming	 is	 caused	 by
human	 activity,	 then	 it	 should	 come	 as	 no	 surprise	 when	 we	 also	 disagree
about	whether	to	allow	capital	punishment	or	to	fight	global	warming.	When
people	do	not	agree	about	crucial	facts,	they	are	unlikely	to	agree	about	what
to	do	in	face	of	the	facts.

Given	 such	widespread	disagreement,	 it	 is	 surprising	how	confident	 both
sides	 are.	Many	defenders	of	 capital	 punishment	 are	 completely	 sure	 that	 it
deters	murder.	Many	opponents	of	capital	punishment	have	little	doubt	that	it
does	not	deter	any	murder.	One	explanation	of	their	confidence	might	be	that
they	have	never	 seen	data	 that	 support	 the	other	 side,	perhaps	only	because
they	have	never	looked	for	data	on	the	other	side	or	never	consulted	sources
that	 were	 likely	 to	 contain	 such	 data.	 Whatever	 the	 explanation,	 their
confidence	 is	 astonishing,	 given	 the	difficulty	of	 the	 issues,	 the	presence	of
conflicting	data	and	arguments,	and	the	lack	of	consensus.

DO	YOU	HATE	YOUR	OPPONENTS?

The	problem	is	not	only	that	people	confidently	hold	strongly	opposing	views
with	such	confidence.	I	am	a	philosopher,	so	some	of	my	closest	colleagues
think	that	my	philosophical	views	are	necessarily	false—that	my	claims	could
not	 possibly	 be	 true.	 They	 hold	 philosophical	 views	 that	 are	 as	 strongly
opposed	to	mine	as	any	view	could	be.	They	also	hold	their	views	with	great



confidence.	Nonetheless,	we	can	still	be	friends.	They	do	not	think	that	I	am
stupid,	dangerous,	or	immoral—I	hope—just	because	I	take	some	stands	that
are	mistaken,	 in	 their	 opinion.	They	 listen	 carefully	 to	me	 as	 I	 develop	my
positions,	and	 they	 try	 their	best	 to	understand	my	perspective.	They	do	not
engage	in	verbal	abuse	or	vicious	jokes	that	distort	my	views	for	their	fun	at
my	 expense.	 Instead,	 they	 give	 arguments	 and	 think	 carefully	 about	 how	 I
would	or	could	best	reply.	At	least	many	of	them	do.	When	opponents	remain
civil,	we	can	learn	from	each	other	and	stay	friends.

Polarization	 understood	 simply	 as	 distance	 and	 homogeneity	 is	 not	 the
fundamental	problem.	 Indeed,	 a	different	problem	would	arise	 if	 there	were
too	 little	 distance	 between	 the	 parties.	 Previous	 generations	 sometimes
complained	 that	 the	Republican	and	Democratic	parties	were	so	similar	 that
voters	 did	 not	 have	 any	 significant	 choice	 between	 policy	 alternatives.6
Moreover,	 polarization	 understood	 as	 distance	 and	 homogeneity	 has	 not
always	 led	 to	 intense	 conflict	 and	 gridlock,	 even	 when	 the	 presidency	 and
Congress	were	divided	between	parties.7

Two	 people	 who	 hold	 views	 at	 opposite	 ends	 of	 the	 political	 spectrum
might	 still	 be	 able	 to	 cooperate	 if	 they	 share	 enough	 common	 goals,	 are
humble	enough	to	admit	that	they	do	not	know	the	whole	truth,	and	like	each
other	enough	to	listen	to	each	other,	understand	each	other,	and	work	toward
mutually	beneficial	agreements.	In	contrast,	they	won’t	be	able	to	accomplish
anything	if	they	despise	each	other,	refuse	to	listen,	are	too	overconfident,	and
lose	 all	 willingness	 or	 ability	 to	 reach	 a	 compromise.	 What	 creates	 the
practical	problem,	then,	is	not	simply	polarization	understood	as	distance	plus
homogeneity	but,	instead,	antagonism	and	the	resultant	inability	to	move	past
roadblocks.

Unfortunately,	 increasing	 polarization	 in	 the	United	States	 does	 engender
more	 and	 more	 hatred	 or	 at	 least	 antagonism	 between	 the	 major	 political
parties.8	 In	 1994,	 only	 16%	 of	 Democrats	 and	 17%	 of	 Republicans	 held	 a
very	unfavorable	view	of	the	other	party.	By	2016,	majorities	in	both	parties
expressed	very	unfavorable	views	of	the	other	party:	58%	of	Republicans	and
55%	of	Democrats.	Even	more	alarmingly,	45%	of	Republicans	in	2016	saw
policies	 of	 the	 Democratic	 Party	 as	 “so	 misguided	 that	 they	 threaten	 the
nation’s	 well-being,”	 and	 41%	 of	 Democrats	 in	 2016	 felt	 the	 same	 about
Republican	 Party	 policies.	 These	 percentages	 are	 much	 higher	 among
consistently	 conservative	 Republicans	 and	 consistently	 liberal	 Democrats.
Those	who	care	about	their	country	will	fight	what	they	see	as	threats	to	their
country’s	well-being,	so	they	will	have	little	or	no	incentive	to	work	and	live
together	with	people	whom	they	see	as	so	dangerous.

This	antipathy	exists	not	just	between	parties	and	politicians.	It	extends	into



personal	 life.	 In	 2010,	 49%	 of	 Republicans	 and	 33%	 of	 Democrats	 in	 the
United	 States	 reported	 that	 they	would	 be	 displeased	 if	 their	 child	married
outside	of	their	political	party,	whereas	less	than	5%	of	both	parties	had	said
this	in	1960.9	Polarized	politics	has	infected	personal	relations.

It	 also	 affects	 where	 Americans	 live.	 In	 2014,	 50%	 of	 consistently
conservative	Republicans	and	35%	of	consistently	 liberal	Democrats	agreed
with	the	statement,	“It	is	important	to	me	to	live	in	a	place	where	most	people
share	 my	 political	 views.”10	 As	 a	 result,	 consistent	 conservatives	 and
consistent	liberals	often	end	up	living	in	different	locations,	so	they	do	not	run
into	each	other	as	often	as	 they	would	 if	 they	 lived	next	door	 to	each	other.
Similarly,	 63%	 of	 consistently	 conservative	 Republicans	 and	 49%	 of
consistently	 liberal	Democrats	 agreed	 that	 “Most	 of	my	 close	 friends	 share
my	political	 views.”	None	of	 these	 figures	was	nearly	 as	high	 twenty	years
earlier.	 This	 geographical	 and	 social	 segregation	makes	 it	 hard	 to	 see	 how
these	groups	can	ever	start	talking	with	each	other	or	overcome	their	mutual
antagonism.

HAS	THE	EPIDEMIC	GONE	GLOBAL?

So	far	my	statistics	and	examples	have	focused	on	the	United	States,	but	the
same	 problems	 exist	 elsewhere.	 Polarization	 runs	 rampant	 in	 many	 other
countries	 throughout	 the	world.	 Surprisingly,	 “On	 average,	Americans	 view
their	parties	as	much	further	apart	than	voters	in	other	countries.”11	However,
the	 reverse	 is	 true:	 “On	 the	 economic	 dimension,	 the	 distance	 between
Democrats	and	Republicans	is	not	especially	large	relative	to	other	countries.
On	 the	 social	 dimension,	 the	 distance	 is	 quite	 small	 in	 comparative
perspective.”12	Of	course,	even	if	distance	between	political	parties	is	greater
in	other	countries	than	in	the	United	States,	other	aspects	of	polarization,	such
as	 gridlock,	 still	 might	 be	 worse	 in	 the	 United	 States	 than	 in	 those	 other
countries,	 partly	 because	 of	 the	many	 checks	 and	 balances	written	 into	 the
United	States	Constitution.	Nonetheless,	many	 examples	 show	 that	 distance
between,	coherence	within,	hatred	of,	and	lack	of	reasoning	between	political
parties	is	at	least	as	fierce	in	other	countries.

One	 example	 is	 the	 recent	 Brexit	 vote	 in	 the	 United	 Kingdom,	 which
revealed	 deep	 and	 widespread	 social	 and	 ideological	 divisions.	 The	 recent
migrant	crisis	has	also	produced	extreme	antagonism	between	 left	 and	 right
on	the	European	continent.	This	unfortunate	trend	is	not	confined	to	Europe.
Political	polarization	in	Sri	Lanka	has	led	to	outrageous	hate	speech	on	both
sides.13	Polarization	 in	Thailand	has	 led	 to	massive	protests.14	 Interestingly,
South	 Korea	 and	 Taiwan	 exhibit	 high	 levels	 of	 affective	 polarization—



antagonism	 toward	 political	 opponents—despite	 low	 levels	 of	 ideological
polarization.15	Why	would	people	within	a	country	dislike	each	other	so	much
when	 their	 political	 views	 are	 not	 very	 far	 apart?	 I	 cannot	 help	 but	 suspect
that	part	of	the	cause	is	refusal	to	listen	to	the	other	side’s	reasons.

This	problem	is	not	universal.	Iceland	might	be	an	exception.	There	is	“no
sign	 of	 real	 polarization	 in	 Icelanders’	 left-right	 self-placement.”16
Nonetheless,	 even	 in	 Iceland,	 “The	 media	 paints	 a	 picture	 of	 [Iceland’s]
Parliament	as	increasingly	divided,”17	and	the	public	has	a	false	impression	of
increasing	 polarization:	 “Not	 only	 did	 both	 liberals	 and	 conservatives
exaggerate	 how	 much	 the	 other	 group	 would	 espouse	 certain	 stereotypical
values	(moral	values),	but	they	also	estimated	that	their	own	group	would	be
more	extreme	on	stereotypical	traits	than	it	actually	was.”18	Cases	like	Iceland
must	make	one	wonder	whether	polarization	in	other	countries	is	really	as	bad
as	it	seems.

But	 even	 the	 impression	 of	 polarization	 can	 lead	 to	 antagonism	 and
undermine	 understanding,	 empathy,	 and	 cooperation.	 If	 I	 think	 you	hold	 an
extreme	 view	 that	 is	 diametrically	 opposed	 to	 my	 own,	 and	 if	 I	 think	 that
anyone	who	disagrees	with	me	must	be	either	ignorant	or	immoral,	then	those
assumptions	together	can	be	enough	to	make	me	despise	and	avoid	you.	It	can
surely	make	 it	hard	 for	us	 to	understand	each	other	and	 to	 talk,	 reason,	and
work	 together.	 The	 impression	 of	 polarization	 is	 a	 kind	 or	 source	 of
polarization—or	at	least	it	is	almost	as	harmful.
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TOXIC	TALK

WHY	HAVE	WE	MOVED	 SO	 FAR	APART	 and	 become	 so	 antagonistic?
These	cultural	phenomena	are	massively	complex.	No	single	explanation	can
do	 justice	 to	 all	of	 the	many	 influences	 that	push	opponents	 apart.	Still,	we
can	learn	a	lot	by	focusing	on	one	factor,	which	is	often	overlooked.	Here	it
is:	 Instead	 of	 listening	 to	 and	 trying	 to	 understand	 our	 opponents,	 we
interrupt,	caricature,	abuse,	and	 joke	about	 them	and	 their	views.	This	 toxic
way	 of	 talking	 exemplifies	 the	 aspect	 of	 polarization	 that	 I	 labeled
“incivility.”

CAN	WE	BE	CIVIL,	PLEASE?

Like	 “polarization,”	 the	 term	 “civility”	 is	 used	 in	 several	 different	 ways.
Moreover,	civility	and	incivility	are	in	the	eye	of	the	beholder.	One	person’s
spirited	criticism	is	another	person’s	incivility.	Civility	also	comes	in	degrees.
Some	 words	 and	 actions	 are	 more	 or	 less	 civil	 than	 others.	 Despite	 these
complications,	 civility	 can	 be	 understood	 as	 a	 vague	 ideal	 that	 we	 can
approach	 more	 or	 less	 closely.	 Incivility	 is	 significant	 deviation	 from	 this
ideal.

Speech	 is	 civil	when	 people	 talk	 in	ways	 that	 are	 tailored	 to	 bring	 about
constructive	 mutual	 exchange	 of	 ideas.	 An	 extreme	 model	 of	 civility	 is
suggested	by	Anatol	Rapoport,	a	mathematical	psychologist	who	was	famous
for	his	insights	into	social	interactions:

You	should	attempt	 to	express	your	 target	position	 so	clearly,	vividly,
and	fairly	that	your	target	says,	“Thanks.	I	wish	I	had	thought	of	putting
it	that	way.”

You	 should	 list	 any	 points	 of	 agreement	 (especially	 if	 they	 are	 not
matters	of	widespread	agreement).

You	should	mention	anything	that	you	have	learned	from	your	target.

Only	 then	 are	 you	permitted	 to	 say	 so	much	 as	 a	word	of	 rebuttal	 or



criticism.1

How	many	times	have	you	heard	or	participated	in	a	conversation	that	obeys
these	rules?	These	rules	have	gone	out	of	fashion	recently,	if	they	were	ever
obeyed.	Luckily,	we	do	 not	 need	 to	 go	 so	 far	 in	 order	 to	maintain	minimal
civility.	We	can	be	civil	to	the	degree	that	we	approach	this	ideal.

That’s	not	all	there	is	to	civility,	of	course.	Timing	is	also	important.	While
you	 are	 explaining	 your	 view	 to	 me,	 if	 I	 interrupt	 and	 prevent	 you	 from
finishing	what	 you	were	 saying,	 then	 it	 won’t	 help	much	 if	 I	 express	 your
position	 clearly,	 vividly,	 and	 fairly.	 You	 wanted	 to	 express	 it	 yourself.
Interruption	is	a	paradigm	of	incivility	because	it	sends	the	signal	that	I	do	not
want	to	listen	to	you	or	at	least	that	what	you	say	is	less	valuable	than	what	I
say.	 Civility,	 thus,	 requires	 the	 virtue	 of	 patience	 while	 we	 wait	 for	 our
audiences	as	they	take	time	to	speak	their	minds.	It	also	requires	forgiveness
when	others	refuse	to	concede	our	best	points.

None	 of	 this	 is	 easy,	 but	 we	 have	 a	 choice.	 We	 can	 express	 civility	 by
following	 or	 at	 least	 approaching	 the	 Rapoport	 Rules,	 by	 speaking	 and
listening	 at	 the	 right	 times	without	 interrupting,	 and	 by	 cultivating	 patience
and	forgiveness.	Or	we	can	practice	 incivility	by	 interrupting,	 insulting,	and
abusing	our	opponents.	Your	style	is	up	to	you.

WHO	DOESN’T	LIKE	A	GOOD	CARICATURE?

Instead	of	civilly	asking	why	people	adopt	 their	positions,	 today	we	 tend	 to
assume	 that	we	 already	 know	 their	 reasons.	Of	 course,	 the	 reasons	 that	we
ascribe	 to	 them	 are	 rarely	 their	 real	 reasons,	 and	 they	 are	 rarely	 the	 best
reasons	for	their	views.	Instead,	we	too	often	try	to	beat	opponents	by	putting
them	in	a	bad	light.

Consider	financial	inequality:	Poor	people	accuse	the	wealthy	of	greed	and
demand	 higher	 taxes.	 Rich	 people	 accuse	 poor	 people	 of	 laziness	 and	 see
taxes	 as	 theft	 by	 government	 or,	 worse,	 communism.	 Each	 side	 claims	 to
understand	the	other,	but	only	because	they	both	think	that	their	opponents	are
out	for	short-sighted	selfish	gain.	Poor	people	ask:	What	can	a	super-wealthy
person	do	with	an	extra	billion	dollars?	Don’t	they	see	that	the	whole	country
needs	extra	tax	revenue?	But	then	the	wealthy	respond:	Don’t	they	see	that	I
worked	hard	for	my	money?	Don’t	they	realize	that	higher	taxes	will	hurt	the
entire	economy,	especially	the	poor?	As	long	as	neither	side	understands	the
other,	they	will	continue	to	see	their	opponents	as	stupid,	misinformed,	short-
sighted,	and	selfish.	That	will	make	cooperation	difficult	or	impossible.	Such
caricatures	are	harmful.

They	 are	 also	 inaccurate.	 Some	 wealthy	 people	 are	 greedy	 and	 selfish.



Others	are	generous,	hardworking,	and	fair	to	their	employees	and	customers.
Similarly,	 poor	 people	 are	 not	 generally	 lazy.	 Some	 are.	 Some	 unemployed
people	who	live	on	welfare	would	not	accept	a	job	if	you	offered	them	one.
However,	 they	are	exceptions	 to	 the	rule	 that	most	poverty	results	 from	bad
circumstances	 with	 no	 options.	 There	 is	 truth	 on	 both	 sides.	 We	 need	 to
recognize	 that	 complexity	 and	determine	which	poor	 people	 fall	 into	which
group—the	 lazy	and	 the	disadvantaged—if	we	are	ever	 to	devise	a	program
that	 helps	 those	 in	 real	 need	without	 rewarding	 and	 encouraging	 those	who
misuse	the	system.

The	 same	 pattern	 recurs	with	 the	 refugee	 crisis.	While	 visiting	Oxford,	 I
heard	supporters	of	allowing	more	refugees	into	the	United	Kingdom	asking
how	their	opponents	could	be	so	cruel.	Didn’t	they	realize	how	desperate	the
refugees	were?	Didn’t	they	know	how	dangerous	their	home	countries	were?
In	such	ways,	they	suggested	that	their	opponents	were	ignorant	and	heartless.
In	 return,	 opponents	 of	 allowing	 more	 refugees	 into	 the	 United	 Kingdom
asked	how	others	could	be	so	naïve.	Didn’t	they	see	how	many	refugees	there
were?	 Didn’t	 they	 care	 about	 British	 citizens	 who	 could	 lose	 jobs	 if	 more
refugees	 arrived?	 Didn’t	 they	 care	 about	 security?	 Did	 they	 want	 to	 bring
more	 terror	 attacks	 to	 British	 soil?	 Thus,	 they	 also	 suggested	 that	 their
opponents	were	 ignorant	 and	heartless.	 Instead	of	 trying	 to	understand	each
other,	 both	 sides	 spread	 inaccurate	 caricatures	 of	 their	 opponents.	 When
opponents	 make	 such	 assumptions	 and	 toss	 around	 such	 misleading
stereotypes,	it	becomes	hard	for	them	to	understand	each	other	properly.

ARE	WE	ALL	CRAZY	CLOWNS?

Such	 (intentional?)	 misunderstanding	 fuels	 exaggeration	 and	 verbal	 abuse.
One	particularly	pernicious	form	of	verbal	abuse	is	fake	psychiatric	diagnosis.
Of	course,	psychiatric	diagnoses	can	be	fine	when	done	properly	on	the	basis
of	evidence	by	trained	psychiatrists	in	order	to	help	patients	with	real	mental
illnesses.	 The	 problem	 is	 that	 political	 and	 cultural	 commentators	 today
diagnose	their	opponents	with	no	evidence	or	training,	and	their	goal	is	not	to
help	them	but	only	to	abuse	them.	Books	by	conservative	commentators	have
titles	like	Liberalism	is	a	Mental	Disorder	(by	Michael	Savage),	The	Liberal
Mind:	 Psychological	 Causes	 of	 Political	 Madness	 (by	 Lyle	 Rossiter),	 and
Brainwashed:	 How	 Universities	 Indoctrinate	 America’s	 Youth	 (by	 Ben
Shapiro).	Liberals	return	the	favor	with	titles	like	How	the	Right	Lost	Its	Mind
(Charles	J.	Sykes).	Mika	Brzezinski,	a	liberal	news	commentator	on	MSNBC,
openly	 expressed	grave	 concern	 that	President	Donald	Trump	was	mentally
ill.

To	 see	 the	 purpose	 and	 effect	 of	 such	 exaggeration,	 let’s	 consider	 some



simple	examples	from	the	popular	conservative	commentator,	Ben	Shapiro:
The	democrats	are	fully	extreme.	They	are	fully	insane.	They	are	nutcases,	they	are	nuts.

The	democrats	are	out	of	their	damn	minds.	They	are	out	of	their	damn	minds.2

Why	does	he	call	his	opponents	crazy?	It	is	obvious	that	not	all	Democrats	are
crazy,	 insane,	 nutcases,	 or	 out	 of	 their	 damn	minds.	 So	what	 is	 the	 goal	 of
such	extreme	language?	One	goal	 is	 to	get	 laughs	from	his	audience.	It	also
signals	 his	 solidarity	 with	 Republicans	 and	 hatred	 for	 Democrats.	 What
matters	 here	 is	 that	 it	 cuts	 off	 conversation.	When	 people	 really	 are	 “fully
insane”	or	“out	of	their	damn	minds,”	then	there	is	no	reason	to	listen	to	them.
It	might	be	useful	 for	 therapists	 to	 listen	 to	 them	in	order	 to	 find	out	which
mental	 illness	 they	 have,	 and	 it	 might	 be	 calming	 to	 them	 for	 friends	 and
relatives	 to	 listen	 to	 or	 talk	 with	 them.	 But	 that	 is	 not	 really	 having	 a
conversation	 in	 the	 sense	 of	 an	 intentional	 exchange	 of	 information	 and
reasons.	When	people	are	“fully	insane,”	we	do	not	bother	to	tell	them	what	is
wrong	with	their	views	or	give	them	reasons	to	change.	We	try	to	cure	them
instead	of	reasoning	with	or	learning	from	them.

Other	forms	of	verbal	abuse	impose	similar	costs.	If	I	tell	my	friend	that	her
position	is	wrong,	she	can	ask	me	why	it	is	wrong,	and	then	we	can	still	have
a	fruitful	discussion	in	many	cases.	However,	if	I	tell	her	that	her	position	is
ridiculous,	 that	means	that	 it	deserves	ridicule	 instead	of	reason.	If	she	does
not	want	to	be	ridiculed,	why	should	she	ask	me	why	I	think	that	her	position
is	ridiculous?

And	 if	 I	 call	 her	 a	 clown,	 that	 suggests	 that	 her	 view	 deserves	 laughter
instead	 of	 serious	 consideration.	 It	 ruins	 a	 clown’s	 jokes	 to	 take	 them
seriously	and	ask	what	they	really	mean.	Similarly,	if	I	call	my	interlocutor	an
idiot,	 that	means	 that	 she	 is	 too	stupid	 to	deserve	any	reason.	But	 then	why
should	she	keep	talking	with	me?	I	just	told	her	that	I	am	not	going	to	listen	to
her.

Some	views	really	are	ridiculous,	and	some	people	really	are	idiots	or	crazy
—though	 very	 rarely.	Also,	 sometimes	 people	 asked	 for	 reasons	 and	 try	 to
understand	 before	 they	 resort	 to	 verbal	 abuse	 out	 of	 frustration	 after	 their
initial	 attempts	 fail.	 Nonetheless,	 fake	 psychiatry	 of	 this	 abusive	 kind	 is	 a
reliable	indicator	that	the	speaker	has	nothing	better—and	hence	nothing	very
insightful—to	say	in	favor	of	his	position.	Such	verbal	abuse	also	signals	the
end	of	fruitful	discussion.	When	polar	opposites	resort	to	it,	they	cease	to	be
able	to	learn	from	each	other.	Nobody	gains.

ARE	INSULTS	FUNNY?

Sometimes	abuse	can	be	fun	and	funny.	Don	Rickles—the	famous	comedian



—developed	 insult	humor	 into	a	popular	art.	Many	people	 today	 imitate	his
comedy	 routines	 in	 real	 life	 and	 on	 the	 Internet.	 The	 recent	 presidential
primaries	 in	 the	United	States	were	 filled	with	 demeaning	 jokes	 by	Donald
Trump	 and	 his	 followers	 about	 “Little	 Marco”	 (Rubio,	 who	 was	 one	 of
Trump’s	 competitors	 in	 Republican	 primaries).	 After	 Trump	 was	 elected,
liberals	(and	some	of	Trump’s	conservative	opponents)	engaged	in	silly	jests
about	the	size	of	Trump’s	hands.	Such	humor	is	so	juvenile	that	it	is	hard	to
believe	anyone	takes	it	seriously.
What	exactly	do	we	gain	from	a	joke	at	our	opponent’s	expense?	Of	course,

we	 get	 pleasure.	 It	 feels	 good	 to	 laugh.	 But	 that	 is	 only	 the	 start	 of	 an
explanation,	 because	 we	 could	 also	 get	 such	 pleasant	 feelings	 from	 jokes
about	our	own	limitations.	Why	make	fun	of	opponents	instead	of	ourselves?

Maybe	 such	 jokes	 affect	 voting.	Who	wants	 to	 support	 a	 candidate	 who
will	be	a	laughingstock?	Still,	it	is	hard	to	believe	that	anyone	who	supports
Trump	would	turn	to	the	other	side	because	of	the	size	of	his	hands.

The	real	goal	of	such	jokes,	I	suspect,	is	to	build	group	solidarity.	Making
fun	 of	 opponents	 is	 rewarded	 by	 laughter	 and	 praise	 from	 like-minded
audiences	 who	 agree	 with	 us.	 This	 reaction	 signals	 to	 us	 all	 that	 we	 share
certain	 values,	 which	 motivates	 us	 to	 hang	 together	 as	 a	 group	 or	 as	 a
movement.	Joking	about	a	view	also	shows	that	we	do	not	take	it	seriously,	so
we	 are	 unlikely	 to	 be	 swayed	 onto	 that	 opposing	 side.	 That	 signals	 our
stability,	which	gives	people	confidence	 in	cooperating	with	us.	Finally,	 the
ability	 to	make	the	best	 joke	at	opponents’	expense	also	gains	us	status	as	a
leader	in	the	group.	That	is	why	some	members	of	the	group	compete	to	tell
the	funniest	or	most	vicious	joke	at	the	expense	of	outsiders.

Jokes	 about	 opponents	 are	 also	 particularly	 effective	 because	 they	 leave
opponents	 with	 no	 good	 response.	 If	 they	 do	 not	 laugh	 at	 the	 jokes	 about
themselves,	 then	 they	 come	 off	 as	 stiffs	 who	 lack	 a	 sense	 of	 humor,	 as
arrogantly	denying	their	own	flaws,	or	as	too	dumb	to	get	the	joke.	There	is
no	way	for	them	to	win.

In	 these	ways,	 jokes	 about	opponents	work	as	 rhetorical	 tricks.	They	can
build	 groups,	 gain	 status	 for	 the	 joker,	 and	 rob	 the	 target	 of	 any	 way	 to
recover.	 That	 explains	 why	 humor	 has	 become	 such	 a	 common	 weapon.
However,	such	humor	also	has	a	dark	side.	Joking	about	someone’s	position
will	impede	understanding	of	that	position.	You	cannot	appreciate	opponents
or	their	reasons	by	making	them	look	silly.	They	are	almost	never	as	silly	as
the	jokes	make	them	look.	Moreover,	if	you	joke	about	them,	then	they	will
joke	 about	 you.	 Each	 side	 replies	 in	 kind,	 so	 the	 level	 of	 discourse	 spirals
down.



I	am	not	denying	that	humor	has	a	place.	It	can	lighten	the	atmosphere	and
enable	 good	 feelings	 for	 each	 other.	 Intelligent	 political	 satire	 can	 be
insightful	 political	 critique	 when	 it	 calls	 attention	 to	 bad	 arguments	 and
falsehoods.	 However,	 simplistic	 and	 vicious	 humor	 that	 abuses	 outsiders
rarely	accomplishes	constructive	goals	in	the	long	run.	Instead,	it	prevents	us
from	understanding	and	empathizing	with	each	other.

HOW	LOW	CAN	WE	GO?

Abuse	 gets	 more	 vicious	 on	 the	 Internet,	 perhaps	 because	 abusers	 are
anonymous	and	do	not	have	to	face	their	victims.	Sometimes	Internet	trolls	go
so	 far	 as	 to	 threaten	 their	 targets.	 There	 are	 plenty	 of	 examples,	 but	 I	 will
focus	on	one,	because	I	happen	to	know	the	victim.

A	philosophy	professor	at	Emory	College	in	Atlanta,	George	Yancy,	wrote
a	controversial	piece,	“Dear	White	America,”	 in	The	Stone	 (part	of	 the	New
York	Times)	on	December	24,	2015.	Yancy’s	letter	starts,
I	have	a	weighty	request.	As	you	read	this	letter,	I	want	you	to	listen	with	love,	a	sort	of	love	that
demands	 that	 you	 look	 at	 parts	 of	 yourself	 that	might	 cause	 pain	 and	 terror,	 as	 James	Baldwin
would	say.	Did	you	hear	 that?	You	may	have	missed	 it.	 I	 repeat:	 I	want	you	 to	 listen	with	 love.
Well,	at	least	try.

Next,	 he	 admits	 to	 being	 sexist	 himself,	 and	 he	 explains	 what	 that	 means.
Then	he	says,
Just	as	my	comfort	in	being	male	is	linked	to	the	suffering	of	women,	which	makes	me	sexist,	so,
too,	you	are	racist.

Yancy	knew,	of	course,	that	calling	his	readers	racist	would	produce	negative
reactions.	However,	the	onslaught	that	he	received	was	surprisingly	vicious.
Immediately	after	 the	publication	of	“Dear	White	America,”	 I	began	 to	 receive	vile	and	vitriolic
white	 racist	 comments	 sent	 to	 my	 university	 email	 address,	 and	 verbal	 messages	 sent	 to	 my
answering	machine.	I	even	received	snail	mail	that	was	filled	with	hatred.	Imagine	the	time	put	into
actually	sitting	down	and	writing	a	letter	filled	with	so	much	hate	and	then	sending	it	snail	mail,
especially	in	our	world	of	the	Internet.	The	comments	were	not	about	pointing	out	fallacies	in	my
position,	 but	 were	 designed	 to	 violate,	 to	 leave	 me	 psychologically	 broken	 and	 physically
distraught.	Words	do	things,	especially	words	like	“nigger,”	or	being	called	an	animal	that	should
go	back	to	Africa	or	being	told	that	I	should	be	“beheaded	ISIS	style.”	(The	Stone,	April	18,	2016)

Yancy’s	 crucial	 point	 for	 our	 discussion	 of	 argument	 is	 that	 “the	 comments
were	 not	 about	 pointing	 out	 fallacies	 in	my	position.”	As	 a	 philosopher,	 he
would	 be	 used	 to	 accusations	 of	 fallacies.	 He	 did	 not	 object	 to	 criticisms
backed	by	arguments,	and	we	can	imagine	countless	objections	to	calling	so
many	 people	 (all	 of	 “White	 America”!)	 racist.	What	 he	 received	 were	 not
only	objections	but	very	personal	attacks.	Such	vicious	replies	to	a	gentle	man
who	asks	you	to	listen	with	love	are	bound	to	lead	to	polarization.

Yancy’s	 story	 is	 not	 typical,	 fortunately.	 Many	 people	 today	 still



communicate	 in	 civil	ways.	 They	 often	 talk	with	 opponents,	 seek	 opposing
points	of	view,	ask	questions	and	learn	from	the	answers,	and	do	not	simply
caricature,	diagnose,	abuse,	joke,	and	threaten	their	opponents.	We	are	able	to
talk	honestly	and	openly,	but	too	often	we	do	not	exercise	that	ability.	Instead,
we	talk	toxically—especially	on	the	Internet.	This	toxic	talk	signals	disrespect
and	 contempt,	 which	 fuel	 antagonism	 and	 polarization.	 It	 also	 scares	 away
moderate	contributors.	Some	kinds	of	incivility	to	others	can	be	amusing	and
can	 create	 bonds	 among	 abusers	who	 share	 a	 common	 target.	 Nonetheless,
these	 short-term	benefits	bring	 long-term	costs	 that	 are	 tearing	our	 societies
apart	and	preventing	us	from	solving	our	serious	problems.

IS	EUROPE	CIVILIZED?

Maybe	 the	 situation	 is	 not	 so	 bad	 in	 good	 old	 Europe.	 This	 hope	 has	 been
refuted	by	the	recent	Brexit	vote	in	the	United	Kingdom	(perhaps	soon	not	to
be	so	united).	One	of	the	champions	of	the	movement	to	leave	the	European
Union	 was	 Boris	 Johnson,	 the	 former	 mayor	 of	 London	 who	 went	 on	 to
become	 secretary	 of	 state	 for	 foreign	 and	 commonwealth	 affairs.	 Johnson
said,
I	believe	we	would	be	mad	not	 to	 take	 this	once	 in	a	 lifetime	chance	 to	walk	 through	 that	door
because	 the	 truth	 is	 it	 is	 not	 we	 who	 have	 changed.	 It	 is	 the	 EU	 that	 has	 changed	 out	 of	 all
recognition;	and	to	keep	insisting	that	the	EU	is	about	economics	is	like	saying	the	Italian	Mafia	is
interested	in	olive	oil	and	real	estate.3

By	calling	his	opponents	“mad,”	he	 removes	any	 incentive	 to	 listen	 to	 their
reasons.	Madness	precludes	listening	in	order	to	learn.	His	reference	to	“once
in	a	lifetime	chance”	then	issues	a	demand:	now	or	never.	It	also	suggests	that
there	cannot	be	any	compromise,	since	accepting	a	compromise	would	miss
the	 only	 chance	 and	make	 it	 impossible	 ever	 to	 leave	 the	 European	Union
again.	And,	of	course,	comparing	the	European	Union	with	the	Mafia	implies
that	 they	 are	 criminals	 that	 need	 to	 be	 stopped	 before	 they	 kill	 or	 rob	 the
United	 Kingdom.	 The	 only	 way	 to	 stop	 the	 Mafia	 is	 with	 weapons,	 not
reasons.	 In	 all	 of	 these	ways,	 then,	 Johnson’s	 description	 of	 the	 problem	 is
fashioned	 to	 stimulate	 hatred	 and	 silence	 any	 balanced	 discussion	 of	 the
arguments	on	both	sides.

Those	who	opposed	Brexit	were	no	better.	They	often	said	or	implied	that
support	for	Brexit	was	based	only	on	fear,	anger,	Islamophobia,	xenophobia,
and/or	racism.	Fear	and	anger	often	block	careful	reasoning,	so	the	claim	that
your	opponents	are	driven	by	such	emotions	suggests	that	there	is	no	point	in
giving	 them	 reasons,	 much	 less	 listening	 to	 their	 reasons.	 The	 terms
“Islamophobia”	and	“xenophobia”	suggest	mental	illness—phobias—so	there
is	no	more	point	in	trying	to	reason	with	an	Islamophobe	or	a	xenophobe	than



in	 telling	an	arachnophobe	 that	many	 spiders	 are	not	 really	dangerous.	And
racism	is	defined	by	regarding	or	 treating	races	differently	when	 there	 is	no
reason	to	do	so.	It	is	not	racist	to	treat	people	from	other	racial	backgrounds
differently	 when	 there	 is	 good	 reason	 for	 differential	 treatment,	 such	 as	 in
testing	for	sickle-cell	anemia,	which	is	almost	exclusively	confined	to	people
of	African	heritage.	Thus,	epithets	like	“racist”	lead	people	not	to	expect	any
reason	or	any	 response	 to	 reason.	Such	words	suggest	 that	we	need	 to	 fight
these	opponents	instead	of	listening	to	them.

Indeed,	 those	who	want	 to	allow	immigrants	 into	society	sometimes	even
seem	 to	 suggest	 that	we	should	kick	out	 their	opponents.	Baroness	Sayeeda
Warsi,	 former	 co-chair	 of	 the	 Conservative	 Party	 in	 the	 United	 Kingdom,
opposed	 Brexit	 because	 “toxic,	 divisive	 and	 xenophobic	 political
campaigning	should	have	no	place	in	a	liberal	democracy.”4	No	place	at	all?	I
would	 have	 thought	 that	 liberal	 democracies	 were	 liberal	 because	 they
allowed	 freedom	 of	 speech,	 including	 xenophobic	 political	 campaigning.
Warsi	might	not	have	meant	to	say	that	such	campaigning	should	be	illegal	or
that	xenophobes	should	be	banished	but	only	that	liberal	democracies	would
be	 better	 off	 without	 them.	 Still,	 Warsi’s	 vague	 and	 incendiary	 language
suggests	 that	we	have	nothing	to	 learn	from	these	opponents.	In	 that	way,	 it
seems	 to	 contribute	 to	 antagonism	 and	 prevent	 constructive	 exchanges	 of
reasons.

Of	 course,	 not	 everyone	 resorts	 to	 such	 rhetorical	 tricks.	 J.	 K.	 Rowling,
author	 of	 the	 acclaimed	 Harry	 Potter	 series,	 tried	 to	 carve	 out	 a	 moderate
position	between	the	poles:
It	is	dishonourable	to	suggest,	as	many	have,	that	Leavers	[supporters	of	Brexit]	are	all	racists	and
bigots:	they	aren’t	and	it	is	shameful	to	suggest	that	they	are.	Nevertheless,	it	is	equally	nonsensical
to	pretend	that	racists	and	bigots	aren’t	flocking	to	the	“Leave”	cause,	or	that	they	aren’t,	in	some
instances,	directing	it.5

A	nice	distinction!	Even	 if	most	Leavers	are	not	 racist,	 it	 still	might	be	 true
that	most	racists	are	Leavers	and	even	that	“some”	(maybe	many	but	not	all	or
even	most)	of	the	directors	of	the	Brexit	movement	are	racist.	However,	when
reasonable	 people	 tried	 to	 calm	 down	 the	 rhetoric,	 they	 often	 ran	 into
dismissals,	like	this	one:
[British	liberal	elites]	tried	to	make	a	distinction	between	a	rational	anti-immigrant	sentiment	and
an	irrational	racism,	the	former	to	be	absorbed	into	the	mainstream,	the	latter	to	be	marginalized.	In
fact,	no	such	distinction	existed	and	acting	as	if	it	did	had	the	effect	of	further	legitimizing	racism
in	the	political	mainstream.6

Replies	 like	 this	 accuse	 all	 moderates	 of	 “legitimizing	 racism.”	 It	 is	 no
wonder	that	many	people	did	not	have	the	courage	to	express	moderate	views,
for	they	would	be	labeled	“racist”	by	one	side	and	“mad”	by	the	other.



The	 recent	 migrant	 crisis	 has	 also	 produced	 extreme	 reactions	 on	 the
European	continent.	Although	German	Chancellor	Angela	Merkel	 is	usually
firmly	 centrist,	 she	 supported	 allowing	 immigration	 by	 saying,	 “When	 it
comes	 to	 human	 dignity,	 we	 cannot	 make	 compromises.”7	 This	 statement
implies	 that	 she	 will	 not	 talk	 or	 listen	 to	 anyone	 who	 suggests	 any
compromise,	 such	 as	 minimal	 limits	 on	 the	 number	 of	 immigrants.	 If
preventing	migration	 violates	 human	dignity,	 then	 limiting	migration	would
be	comparable	to	allowing	a	little	slavery.

On	 the	 other	 side,	 Marine	 Le	 Pen,	 president	 of	 the	 National	 Front	 in
France,	said,	“They	don’t	tell	you	this,	but	the	immigration	crisis	in	France	is
totally	 out	 of	 control.	My	 aim	 is	 clear:	 to	 stop	 immigration	 both	 legal	 and
illegal.”	 Thus,	 like	 Merkel,	 Le	 Pen	 also	 demonstrates	 an	 unwillingness	 to
compromise.	 She	 refuses	 to	 accept	 even	 limited	 immigration,	 because	 then
those	immigrants	would	enter	legally,	contrary	to	her	aim.	Le	Pen	concludes,
“What	is	at	stake	in	this	election	is	whether	France	can	still	be	a	free	nation.
The	divide	 is	no	 longer	between	 the	 left	and	right,	but	between	patriots	and
globalists!”8	Here	 she	 labels	 her	 opponents	 as	 unpatriotic	 and	 enemies	 of	 a
free	 France,	 and	 her	 extreme	 positions	were	 endorsed	 by	 over	 one	 third	 of
French	voters	in	the	2017	election.

Of	 course,	 there	 are	 also	 supporters	 of	 immigration	 in	 France	 and
opponents	of	immigration	in	Germany.	Nonetheless,	political	leaders	in	both
countries	talk	about	immigration	in	divisive	ways	that	signal	an	unwillingness
to	 compromise	 or	 even	 listen	 to	 any	 arguments	 on	 the	 other	 side.	 It	 is	 no
surprise	 that	 these	 opponents	move	 further	 and	 further	 apart,	 and	 that	 their
mutual	antagonism	and	disrespect	grow.

HOW	MUCH	IS	TOO	MUCH?

Why	has	incivility	spread	around	the	world?	Why	do	so	many	people	talk	this
way	 even	 when	 what	 they	 say	 is	 literally	 false?	 Part	 of	 the	 answer	 is	 that
incivility	is	a	useful	tool	for	some	purposes.

Incivility	attracts	attention.	People	see	civil	messages	as	bland	and	boring,
so	they	read	and	recommend—as	well	as	tweet	and	retweet—them	less	than
rude	 exaggerations.9	 Opponents	 retweet	 uncivil	 outbursts	 in	 order	 to	 show
how	 silly	 they	 are	 and	 how	 important	 it	 is	 to	 oppose	 such	 extremists.
Nonetheless,	 they	 still	 pay	more	 attention	 than	 if	 these	 outbursts	 had	 been
balanced	and	reasonable.

Incivility	 also	 energizes.	 Supporters	 retweet	 their	 own	 side’s	 incivility	 in
order	 to	 stir	 up	 the	 troops	 and	 build	 passion	 and	 energy	 on	 their	 side.	 A
movement	can	gather	more	protesters	by	calling	their	opponents	“crazy”	than



by	saying	that	their	opponents	have	missed	a	few	important	points.

Incivility	 also	 stimulates	 memory.	 It	 is	 easier	 to	 recall	 an	 extreme
exaggeration	that	angers	you	than	a	balanced	and	nuanced	description	of	the
facts.	To	see	this,	just	try	to	remember	what	a	politician	said	in	a	speech.	Most
people	 can	 probably	 restate	 the	 uncivil	 portions	 but	 not	 the	 courteous	 and
balanced	portions	of	the	speech.

In	 these	ways,	 incivility,	exaggeration,	and	extremism	increase	audiences.
If	 what	 you	 want	 is	 a	 big	 audience,	 this	 simple	 strategy	 is	 tempting.	 As
marketing,	it	works.

Marketing	has	 its	place.	Powerless	groups	 in	society	might	have	no	other
way	 to	 gain	 attention.	 Calls	 for	 them	 to	 remain	 civil	 in	 effect	 demand	 that
they	defer	to	authority.	Movements	on	their	behalf	sometimes—especially	at
the	 start—need	 to	 use	 incivility.	 Abolitionists,	 suffragettes,	 and	 civil	 rights
leaders	 were	 not	 always	 civil	 (or	 even	 peaceful),	 and	 their	 incivility
sometimes	served	their	purposes	of	building	their	movements.10	Many	of	us
have	benefited	from	some	incivility	in	this	way.

This	 strategy	 has	 costs,	 however.	 The	 relevant	 cost	 here	 is	 polarization.
When	opponents	 are	 rude	 to	you,	 it	makes	you	angry	 and	motivates	you	 to
retaliate.	When	you	are	uncivil	to	your	opponents,	this	rarely	convinces	them
and	often	makes	them	less	willing	to	listen	and	less	able	to	understand	your
position.	When	both	sides	engage	 in	 incivility,	 they	 think	 less	of	each	other
and	of	each	other’s	ideas.11

This	 polarization	 harms	 both	 sides.	 More	 important,	 it	 undermines	 our
shared	society.	The	many	moderates	who	really	want	to	understand	the	issues
and	the	reasons	on	both	sides	of	an	issue	are	deprived	of	any	rational	way	to
decide	what	to	do,	because	they	cannot	learn	from	uncivil	tirades.	They	lose
faith	in	both	sides	and	in	news	sources	that	align	with	either	side.	Moreover,
our	 government	 becomes	 less	 able	 to	 function.	 Why	 should	 I	 work	 with
someone	 who	 calls	 me	 stupid	 and	 crazy?	 How	 could	 I	 know	 how	 to
compromise	with	such	disrespectful	opponents?

Because	incivility	has	both	costs	and	benefits,	it	is	often	hard	to	tell	when	it
is	justified	overall.	Insults	are	bound	to	remain	popular	for	those	who	see	their
benefits	as	greater	than	their	costs.	Meanwhile,	the	rest	of	us	will	suffer	those
costs.
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THE	SOUND	OF	SILENCING

HOW	 DOES	 INCIVILITY	 FUEL	 POLARIZATION?	 Partly	 by	 increasing
antagonism,	 but	 also	 partly	 by	 silencing	 reasoning	 in	 ways	 that	 prevent	 us
from	overcoming	our	antagonisms.	There	is	more	to	the	story,	of	course,	but
this	chapter	will	focus	on	the	part	of	the	story	that	concerns	silencing.

What	 is	silenced	 is	reason	 rather	 than	people.	Many	people	 talk	 long	and
loud,	but	 that	does	not	mean	 that	 they	communicate	or	exchange	 ideas.	Too
many	people	 talk	 too	much	without	 any	 reasoning.	Often	people	pretend	 to
give	 reasons	 without	 really	 supplying	 any	 decent	 reason	 whatsoever.	 Too
many	 people	 have	 given	 up	 on	 providing,	 expecting,	 or	 even	 listening	 to
reasons.	The	result	is	what	also	bothered	Paul	Simon	and	Art	Garfunkel	when
they	 sang	 about	 the	 sound	 of	 silence	 in	 1964:	 people	 exchanging	 hot	 air
without	understanding	each	other.

WHY	TRY?

According	to	the	Pew	Research	Center,
Both	Republicans	and	Democrats	are	about	as	likely	to	say	that	talking	about	politics	with	people
whom	they	disagree	with	 is	“stressful	and	frustrating”	as	say	such	conversations	are	“interesting
and	informative.”	And	majorities	in	both	parties	(65%	of	Republicans,	63%	of	Democrats)	say	that
when	they	talk	to	people	on	the	other	side,	they	usually	end	up	finding	they	have	less	in	common
politically	than	they	thought.1

In	order	to	avoid	pointless	stress,	people	often	just	give	up	and	don’t	even	try
to	articulate	or	digest	information	or	reasons.

The	resulting	silence	has	been	well	documented.2	Research	has	also	shown
that	 disadvantaged	 groups	 are	 more	 often	 and	 more	 fully	 silenced	 than
dominant	 groups.3	 However,	 silence	 infects	 both	 sides	 in	 political	 debates.
Neither	side	can	claim	to	be	alone	in	being	silenced—or	to	be	alone	in	being
frustrated	by	attempts	to	reach	the	other	side.	As	a	result,	they	both	quit	trying
to	reason	with	each	other.



WHERE	DID	YOU	HEAR	THAT?

Even	 without	 talking	 together,	 people	 can	 still	 access	 arguments	 on	 the
opposing	side	if	they	listen	to	news	and	commentary	from	the	same	sources	as
their	 opponents.	However,	 few	 people	want	 to	 get	 their	 news	 from	 sources
that	 abuse	 and	 distort	 their	 political	 views.	 They	 reject	 such	 sources	 as
subjective	 or	 even	 “fake	 news.”	 Most	 people	 prefer	 to	 have	 their	 views
supported,	so	they	choose	news	sources	that	will	back	up	their	predilections.

This	trend	affects	both	sides	of	the	political	spectrum:	In	2004,	Republicans
and	Democrats	watched	MSNBC	and	Fox	News	 at	 roughly	 equal	 rates.	By
2008	20%	more	Democrats	watched	MSNBC	than	Republicans.	On	the	other
hand,	Republicans	watched	Fox	News	11%	more	than	Democrats	in	2004	but
30%	more	than	Democrats	in	2008.4	Both	sides	had	turned	to	different	news
shows	in	only	four	short	years!

Many	today	get	 their	news	from	the	Internet.	The	most	common	tools	for
choosing	which	parts	of	 the	Internet	 to	access	are	 search	engines	and	social
media.	When	 someone	Googles	 a	 topic,	 search	 engine	 lists	 sites	 about	 that
topic	in	a	certain	order	determined	by	an	algorithm.	The	most	common	search
engines	give	priority	 to	 sites	 that	 this	 user	has	visited	often	 and	 is	 likely	 to
rate	highly.	 If	users	go	more	often	 to	sites	 listed	on	 top,	as	most	people	do,
then	 they	are	bound	to	end	up	visiting	more	sites	 that	support	 their	political
views.	Many	 are	 not	 even	 aware	 that	 algorithms	 can	manipulate	 them	 into
echo	chambers.

Another	tool	for	selecting	websites—word	of	mouth	(so	to	speak)	in	social
media—might	 be	 even	 more	 common.5	 Many	 people	 use	 social	 media	 to
recommend	websites,	and	their	friends	then	follow	their	recommendations.	In
this	 case,	 it	 is	 obvious	 why	 liberals	 with	 liberal	 friends	 end	 up	 visiting
websites	 of	 liberal	 news	 sources	 whereas	 conservatives	 with	 conservative
friends	end	up	visiting	websites	of	conservative	news	sources.	Both	sides	end
up	 in	 echo	 chambers,	 and	 they	 hear	 nothing	 that	 comes	 from	 outside	 their
chambers.	The	edge	of	each	person’s	echo	chamber	is	where	silence	begins.6

Some	brave	souls	do	seek	conflicting	news	sources.	However,	their	motive
is	 often	 simply	 to	 find	 mistakes	 there	 in	 order	 to	 criticize	 those	 sources
instead	of	learning	from	them.	They	are	not	really	listening	but	only	waiting
to	 pounce.	 One	master	 of	 this	 technique	 was	 Jon	 Stewart,	 the	 host	 of	 The
Daily	Show.	He	could	always	find	short	clips	that	made	Fox	News	look	silly.
Of	course,	these	clips	were	often	unfair	because	they	had	been	ripped	out	of
context.	Stewart’s	 excuse	was	 that	his	 show	was	comedy,	not	 serious	news,
but	he	still	set	a	tone	for	his	viewers.	When	they	did	listen	to	opposing	news
sources,	 each	 side	was	 trained	 to	 laugh	 at	 the	 bad	 parts	 instead	 of	 learning



from	the	good	parts	of	their	political	opponents.

If	 fellow	citizens	get	 their	 facts	as	well	as	analysis	and	commentary	from
conflicting	 sources,	 then	 it	 is	 no	 wonder	 that	 they	 end	 up	 consistently
supporting	opposite	positions.	It	is	also	not	surprising	that	they	despise	people
who	disagree	with	them,	because	then	those	people	seem	ignorant	of	the	most
basic	and	central	facts	that	have	been	all	over	the	news—at	least	the	news	that
they	watch.

WHY	ASK?

If	opponents	are	so	ignorant,	there	is	little	to	be	gained	by	asking	them	why
they	 believe	 what	 they	 do.	 That	 is	 one	 explanation	 for	 why	 many	 people
today	have	stopped	asking	each	other	for	reasons.

Another	part	of	the	explanation	for	the	demise	of	questioning	is	cultural.	In
some	circles,	it	is	disdained	as	naïve	or	impolite	to	ask	people	why	they	think
and	act	as	they	do.	One	example	is	religion.	Religious	beliefs	affect	people’s
stands	on	many	crucial	and	divisive	issues.	But	what	happens	when	a	Muslim
person	walks	 into	 the	 room?	Does	 anyone	 ask	 that	Muslim	why	 he	 or	 she
believes	that	the	Koran	is	a	Holy	Book	or	that	Muhammad	was	a	prophet?	I
have	never	heard	anyone	ask	that	question	in	such	a	situation,	maybe	because
they	do	not	expect	any	useful	or	reasoned	answer.	Instead,	people	either	avoid
the	subject	of	religion	and	talk	about	something	else	or	they	avoid	the	Muslim
and	 assume	 that	 he	 or	 she	 is	 sympathetic	 with	 terrorism.	 Neither	 approach
accomplishes	anything.	Both	sides	remain	completely	ignorant	of	any	reasons
behind	the	other	side’s	position	on	the	elephant	in	the	room:	religion.	And	the
same	goes	for	Christians,	Jews,	Hindus,	and	atheists.

Consider	also	gay	marriage.	Among	my	 liberal	 friends	 in	Europe	and	 the
United	States,	 if	 anyone	were	 to	 say	 that	governments	 should	not	 recognize
gay	marriages,	 then	 that	 person	 would	 immediately	 be	 labeled	 a	 bigot	 and
ostracized.	 If	 anyone	 bothered	 to	 ask	 “Why	 shouldn’t	 gay	 marriages	 be
recognized?”	the	questioner	would	be	ready	to	jump	all	over	any	answer	that
a	 conservative	 gave.	 They	 would	 not	 listen	 sympathetically,	 interpret
charitably,	or	look	for	any	truth	in	that	opponent’s	reply.

In	 return,	 conservatives	 dismiss	 gay	marriage	 as	 disgusting,	 immoral,	 or
unnatural,	 and	 then	 they	 dismiss	 its	 advocates	 as	 dupes	 of	 gay	 advocacy
groups.	 They	 assume	 that	 the	 United	 States	 Supreme	 Court	 opinions	 in
support	of	a	constitutional	right	to	gay	marriage	are	totally	political,	judicial
over-reach,	and	not	strict	construction—even	before	they	read	the	arguments
in	 those	opinions.7	Why	bother	 reading	 the	 judicial	opinions	carefully	when
you	 are	 already	 confident	 that	 they	 are	 wrong?	 Attitudes	 like	 these	 keep



people	on	either	side	from	digging	deeper	into	the	reasons	on	both	sides.

Moreover,	even	when	people	do	ask	questions,	they	are	often	ignored	and
not	 answered.	 Just	 watch	 any	 political	 debate.	 A	 moderator	 asks	 a	 serious
question,	 then	 the	 candidate	 proceeds	 to	 talk	 about	 something	 entirely
separate.	 Sometimes	 this	 non-response	 is	 portrayed	 as	 background
information,	 but	 the	 speaker	 never	 gets	 back	 to	 answering	 the	 original
question.	Sometimes	 the	speaker	simply	changes	 the	subject	with	no	excuse
whatsoever.	Either	way,	 the	 tendency	not	 to	answer	questions	contributes	 to
the	tendency	not	to	ask	questions	either.	Why	bother	asking	a	question	when
it	is	unlikely	to	elicit	any	real	response?	The	only	kinds	of	questions	that	end
up	being	asked	are	rhetorical	questions	whose	answers	are	already	obvious—
or	thought	to	be	obvious—so	nobody	bothers	to	give	or	listen	to	any	answer.
“The	rest	is	silence”	(as	Hamlet	said	when	he	died).

SO	WHAT?

Even	if	we	do	not	want	to	be	silent	or	silenced	ourselves,	we	still	might	want
to	silence	others.	Many	of	my	liberal	friends	not	only	dislike	conservatives—
they	 like	 to	dislike	 them.	They	 think	 that	 they	 should	 dislike	 conservatives.
They	are	proud	of	 their	 refusal	 to	 reason	or	 even	 talk	with	 their	opponents.
They	ask,	“Why	should	we	try	to	understand	them?	Why	should	we	be	civil	to
them?	We	need	 to	 fight	 them,	and	abuse	 is	a	weapon	worth	wielding.	 If	we
can	silence	them,	so	much	the	better.”	Of	course,	conservatives	reply	in	kind.
They	 think	 that	 liberals	 deserve	 the	 abuse	 that	 they	 heap	 on	 them,	 because
liberals	are	 threatening	 the	well-being	of	 their	country	as	well	as	 the	values
that	conservatives	hold	dear.	They	would	be	happy	if	liberals	were	to	shut	up.
Their	goal	is	to	silence	the	opposition.

Perhaps	not	everyone	should	get	along.	Maybe	a	 few	 like-minded	 friends
are	enough	or	even	better	than	trying	to	like	everyone.	When	extreme	danger
is	imminent,	some	enemies	need	to	be	stopped	with	laws	or	even	guns	instead
of	just	words.

Nonetheless,	 we	 would	 lose	 a	 lot	 if	 we	 never	 encountered	 worthy
opponents.	 If	 everybody	 agreed	with	 us,	 or	 if	 we	 talked	 only	 to	 allies	 and
never	left	our	echo	chambers,	then	we	would	never	look	for	any	new	evidence
to	 counter	 opposition.	Our	 lack	 of	 exposure	 to	 any	 arguments	 on	 the	 other
side	would	make	us	overconfident.	It	would	also	reduce	our	ability	to	correct
mistakes,	so	we	would	become	more	likely	to	get	stuck	in	a	rut.

This	basic	point	was	made	long	ago	by	John	Stuart	Mill	in	On	Liberty.	Mill
also	 saw	 other	 advantages	 of	 deliberating	 with	 a	 variety	 of	 interlocutors.
When	 we	 need	 to	 deliberate	 with	 opponents,	 we	 are	 forced	 to	 present



arguments	 for	 our	 positions,	 and	we	 thereby	 gain	 a	 better	 understanding	 of
our	 own	 positions	 and	 the	 reasons	 for	 them.	 One	 recent	 study	 found	 that
“incongruent	information	increases	thought	quality	as	measured	by	thoughts’
integrative	 complexity,	 volume	 of	 thoughts,	 and	 frequency	 of	 arguments.”8
These	improvements	were	in	reasoning	that	supported	prior	beliefs,	but	better
arguments	 on	 that	 side	 can	 also	 improve	 understanding	 of	 that	 position	 by
both	 sides—advocates	 as	 well	 as	 opponents.	 We	 become	 more	 justified	 in
believing	 what	 we	 do,	 and	 our	 views	 become	 more	 nuanced,	 subtle	 and
refined	after	we	add	qualifications,	even	 if	we	hold	onto	basically	 the	same
positions	 that	we	 started	with.	 Encounters	with	 opponents	 help	 us	 in	many
ways.

To	find	counterevidence	and	counterarguments	whenever	possible,	we	need
to	seek	groups	whose	members	vary	in	as	many	relevant	ways	as	possible.9	It
also	helps	for	the	groups	to	engage	in	extended	and	respectful	deliberation.10
Today	we	 have	 new	 tools	 to	 help	 us	 accomplish	 this	 goal.	We	 can	 use	 the
Internet	 to	 facilitate	 encounters	 with	 opposing	 views,	 such	 as	 by	 joining
deliberative	groups	of	people	whom	we	would	rarely	encounter	otherwise	or
by	deploying	digital	tools,	such	as	Reddit’s	thread	called	“ChangeMyView.”11

The	 goal	 is	 not	 to	 get	 everyone	 to	 agree.	 How	 boring	 that	 would	 be!
Diversity	of	opinion	 invigorates	and	 illuminates.	Nor	 is	 the	goal	 to	make	us
open	 to	 all	 other	 positions.	 We	 should	 not	 be	 willing	 to	 move	 to	 a	 new
position	 that	 is	 clearly	 mistaken.	 Instead,	 the	 goal	 is	 to	 remain	 civil,
understand	opponents,	and	learn	from	them	even	when	they	are	mistaken.

Of	 course,	 there	 is	 no	 guarantee	 that	 mixed	 groups	 who	 deliberate	 will
arrive	at	mutual	respect,	much	less	the	truth	or	the	best	policies.	Some	risk	of
error	is	unavoidable.	Still,	reasoning	with	opponents	gives	us	more	chance	of
arriving	at	mutual	understanding	and	respect	as	well	as	true	beliefs	and	good
policies.

ISN’T	SILENCE	SOOTHING?

If	reason	should	not	be	silenced,	do	we	have	to	talk	about	controversial	issues
all	day	long?	No.	Excess	arguments	can	create	problems	of	their	own.	Most	of
the	time	we	should	leave	controversies	alone	and	get	on	with	more	pleasant
parts	of	our	lives.

Internet	 trolls	 sometimes	 engage	 in	 what	 is	 called	 seal-lioning.	 They
demand	that	you	keep	arguing	with	them	for	as	long	they	want	you	to,	even
long	after	you	realize	that	further	discussion	is	pointless.	If	you	announce	that
you	want	to	stop,	then	they	accuse	you	of	being	closed-minded	or	opposed	to
reason.	This	practice	is	obnoxious.	Reason	should	not	be	silenced,	but	it	needs



to	take	a	vacation	sometimes.

When	 we	 do	 talk	 about	 controversial	 issues,	 we	 do	 not	 always	 have	 to
include	opponents	in	our	discussions.	Many	universities	in	the	United	States
have	set	up	“safe	spaces”	where	students	can	go	when	they	want	to	talk	about
intimate	and	controversial	issues	without	encountering	opponents	or	skeptics.
These	 environments	 are	 supposed	 to	 be	 supportive	 and	 to	 aid	 healing	 and
improve	 self-confidence,	 especially	 in	 groups	 that	 are	 often	 dismissed	 or
denounced	by	others.	Gay	students,	for	example,	get	tired	of	defending	their
lifestyle	 in	 hostile	 environments,	 so	 they	 can	 gain	 personal	 strength	 from
entering	 a	 safe	 space	where	 they	 know	 people	will	 not	 call	 them	 immoral.
Such	safe	spaces	are	perfectly	compatible	with	my	general	point	that	we	need
to	encounter	opponents	in	order	to	learn	from	them.	There	is	enough	time	in
life	for	both.	Nothing	is	wrong	with	using	safe	spaces	at	certain	times	in	order
to	 prepare	 ourselves	 to	 encounter	 opponents	 at	 other	 times—as	 long	 as
everyone	 eventually	 does	 get	 out	 and	 encounter	 opposition	 often	 enough	 to
understand	that	opposition.

Even	when	 the	 time	 is	 right,	what	 is	valuable	 is	not	 simply	 talking	about
controversies.	We	 need	 to	 learn	 to	 talk	 to	 opponents	 in	 the	 right	 way.	 The
Rapoport	 rules	 (quoted	 above)	 tell	 us	 part	 of	what	 counts	 as	 the	 right	way.
Parts	 II	and	III	of	 this	book	say	more	about	what	 is	 the	right	way	to	reason
with	 each	 other	 about	 controversial	 issues.	 In	 any	 case,	 it	 is	 important	 to
recognize	 that	 speech	 is	 not	 enough.	 What	 is	 needed	 is	 the	 right	 kind	 of
speech,	involving	civil	communication	about	reasons.
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WHAT	ARGUMENTS	CAN	DO

ARGUMENTS	 CANNOT	 SOLVE	 OUR	 PROBLEMS	 all	 by	 themselves.
Even	good	seed	cannot	grow	on	infertile	soil,	so	audiences	must	be	receptive
before	 arguments	 can	 accomplish	 anything.	 To	 nurture	 their	 receptivity,	we
need	many	other	virtues,	 including	modesty,	graciousness,	 civility,	patience,
and	forgiveness.	But	if	all	of	 that	has	to	be	present	 in	advance,	what	further
good	can	arguments	really	do	that	these	other	virtues	have	not	already	done?

WHO	IS	THE	SLAVE?

Many	 cynics	 and	 skeptics	will	 dismiss	 reasoning	 right	 from	 the	 start.	 They
deny	 that	 reason	 and	 argument	 have	 as	much	power	 as	 I	 claim.	Sometimes
these	skeptics	deny	that	reason	and	argument	have	any	power	at	all.	In	their
view,	 reason	does	 nothing,	 because	 emotion	does	 it	 all.	According	 to	 them,
we	are	driven	completely	by	our	emotions,	feelings,	and	desires	rather	than	by
reasons	or	beliefs—much	less	arguments.

In	 support	 of	 this	 view,	 such	 critics	 often	 quote	 the	 early	 modern
philosopher	David	Hume,	who	notoriously	said,	“Reason	is	and	ought	only	to
be	 the	 slave	 of	 the	 passions.”1	 This	 simple	 slogan	 is	 catchy,	 but	 Hume’s
considered	views	are	much	more	complex	and	subtle:
[I]n	order	to	pave	the	way	for	such	a	sentiment	[or	emotion],	and	give	a	proper	discernment	of	its
object,	it	is	often	necessary,	we	find,	that	much	reasoning	should	precede,	that	nice	distinctions	be
made,	 just	 conclusions	drawn,	distant	 comparisons	 formed,	 complicated	 relations	 examined,	 and
general	facts	fixed	and	ascertained	…	.	[I]n	many	orders	of	beauty,	particularly	those	of	the	finer
arts,	 it	 is	 requisite	 to	 employ	much	 reasoning,	 in	 order	 to	 feel	 the	 proper	 sentiment;	 and	 a	 false
relish	may	frequently	be	corrected	by	argument	and	reflection.	There	are	just	grounds	to	conclude,
that	 moral	 beauty	 partakes	 much	 of	 this	 latter	 species,	 and	 demands	 the	 assistance	 of	 our
intellectual	faculties,	in	order	to	give	it	a	suitable	influence	on	the	human	mind.2

Hume	here	 explains	 how	 reasoning	 often	 precedes,	 influences,	 and	 corrects
emotions,	 especially	 on	 moral	 matters.	 If	 reason	 is	 a	 slave,	 this	 slave
sometimes	guides	its	master.

One	 lesson	 from	Hume’s	passage	 is	 that	 the	 contrast	between	 reason	and
emotion	is	a	false	dichotomy.	We	need	not—and	should	not—hold	either	that



emotion	 does	 everything	 and	 reason	 does	 nothing	 or	 that	 reason	 does
everything	 and	 emotion	 does	 nothing.	 Instead,	 emotion	 can	 be	 guided	 by
reason.	Indeed,	emotions	can	be	reasons,	such	as	when	fear	indicates	danger,
or	happiness	is	evidence	of	having	made	a	good	choice.	And	strong	emotion
can	be	backed	by	strong	reasons,	such	as	when	I	get	very	angry	that	someone
raped	my	friend.	Reason	does	not	always	require	us	to	remain	calm	and	cold.
The	rational	and	emotional	aspects	of	our	nature	do	and	should	work	together
as	 allies	 in	 shaping	our	 judgments	 and	decisions.	They	need	not	 conflict	 or
compete.

Hume	was	analyzing	moral	and	aesthetic	 judgments,	but	his	point	applies
as	well	 to	personal,	political,	and	religious	disputes.	Cynics	often	claim	that
people	pick	their	friends,	political	parties,	and	religious	stances	on	the	basis	of
their	 feelings—fear,	 anger,	 hatred,	 and	 disgust,	 but	 also	 positive	 attraction.
They	feel	their	way	into	their	positions	instead	of	reasoning	or	thinking	about
facts.	 They	 move	 from	 “ought”	 to	 “is”—from	 their	 beliefs	 about	 how	 the
world	ought	to	be	to	beliefs	that	the	world	really	is	that	way.

Of	 course,	 nobody	 denies	 or	 should	 deny	 that	 emotion	 is	 crucial	 to	 hot
issues.	 Emotion	 is	 what	 makes	 hot	 issues	 hot.	 Nonetheless,	 reason	 and
argument	also	have	some	role	 to	play.	People	would	not	become	active	and
risk	 alienating	 others	 if	 they	 did	 not	 feel	 strongly	 about	 their	 personal,
political,	or	religious	positions.	At	the	same	time,	they	also	might	not	feel	that
way	if	they	did	not	think	and	reason	about	the	relevant	facts	in	the	ways	they
do.	Reason	thereby	affects	actions,	because	actions	are	based	on	motivations
and	emotions,	and	those	motivations	and	emotions	are	shaped	by	beliefs	and
reasons.

To	see	this	in	a	personal	case,	just	imagine	that	an	informant	tells	you	that
your	rival	for	promotion	in	your	job	lied	about	you	to	your	bosses,	and	then
she	got	the	promotion	instead	of	you.	“That	demon!	I	hate	her!	I	am	going	to
get	back	at	her!”	Your	emotions	are	aroused,	and	they	lead	you	to	undermine
her	 career.	Your	 anger	 leads	 you	 to	 lie	 about	 her,	 but	 you	 are	 caught.	Your
boss	then	fires	you	for	undermining	her	and	the	group.

The	 fact	 that	 your	 acts	were	 so	 counterproductive	 and	 destructive	would
lead	many	to	tag	your	acts	as	irrational	and	emotional.	Emotions	are	seen	as
preventing	reasoning	that	would	have	stopped	you	from	getting	into	trouble.
You	would	 never	 act	 that	way	 toward	 your	 rival	 if	 you	 did	 not	 have	 those
emotions.

Still,	you	also	would	never	have	acted	in	that	way	if	you	had	not	believed
that	 your	 rival	 lied	 about	you	 and	 that	 her	 lie	was	why	you	did	not	 get	 the
promotion.	You	trust	your	informant,	so	you	reasoned	from	his	report	to	reach
the	conclusion	that	your	rival	lied	about	you.	Then	you	assumed	that	her	lie



was	the	best	explanation	for	your	failure	to	get	promoted.	This	reasoning	was
what	 led	you	 to	 feel	strong	negative	emotions	 toward	your	 rival.	 If	you	had
not	 trusted	 your	 informant,	 or	 if	 you	 had	 not	 believed	 that	 your	 rival’s	 lie
made	any	difference	 to	your	promotion,	you	would	not	have	been	nearly	so
angry	and	vengeful.	Then	you	would	have	kept	your	job.

In	 this	 way,	 reason	 and	 emotion	 together	 shape	 behavior.	 Emotions
sometimes	arise	from	aspects	of	the	situation	that	have	little	or	nothing	to	do
with	 the	 relevant	 facts.	However,	we	usually	get	mad	at	people	because	we
believe	that	they	did	something	wrong.	Our	anger	might	then	lead	us	to	act	in
irrational	ways,	but	 it	 arises	originally	 from	a	belief	about	 the	other	person,
and	that	belief	can	be	the	conclusion	of	reasoning.	If	the	reasoning	is	faulty,
then	the	emotion	is	unjustified	and	can	lead	us	astray.	Even	if	the	reasoning	is
good,	 the	emotion	can	become	so	 strong	 that	 it	prevents	 reasoning	 later	on.
Either	way,	we	need	to	take	account	of	both	reasoning	and	emotion	in	order	to
understand	the	action.	It	is	a	mistake	to	think	that	the	act	results	from	either
reason	or	emotion	alone.

The	 same	 point	 holds	 at	 the	 social	 level	 in	 politics.	 Consider	 the	 recent
Brexit	 vote	 in	 the	 United	 Kingdom.	 Opponents	 of	 Brexit,	 who	 lost	 the
referendum,	 claimed	 that	 the	 vote	 was	 fueled	 by	 emotions—fear	 of
immigration,	 frustration	 with	 politicians,	 and	 so	 on—which	 made	 voters
forget	or	ignore	the	arguments	for	the	economic	costs	of	Brexit.	This	pattern
is	 common.	 Voters	 who	 lose	 typically	 say	 that	 their	 opponents	 acted	 on
emotion	 instead	 of	 reason.	 But	 think	 about	 it.	 There	 really	 were	 a	 lot	 of
immigrants	flooding	into	Europe	and	Britain.3	They	really	did	have	an	impact
on	 British	 citizens.	 It	 is	 true	 that	 the	 vote	 might	 have	 gone	 differently	 if
British	citizens	had	welcomed	them	instead	of	fearing	them.	But	it	is	also	true
that	the	outcome	of	the	vote	would	have	been	different	if	the	facts	had	been
different,	such	as	if	there	had	been	fewer	immigrants,	assuming	that	citizens
would	have	changed	their	beliefs	accordingly.	The	vote	might	also	have	gone
the	other	way	if	the	British	people	had	been	convinced	that	immigrants	were
helping	them	instead	of	taking	their	jobs	and	using	up	public	services.	These
matters	need	to	be	decided	by	cognition,	reasoning,	and	argument.	Thus,	both
arguments	to	settle	the	facts	and	also	emotions	to	see	how	we	react	to	those
facts	 play	 a	 role	 in	 determining	 the	 response.	 Here	 there	 is	 no	 either-or.
Cynical	 commentators	 have	 gone	 too	 far	 to	 emphasize	 emotions	 and
downplay	reasons.	Reason	also	plays	a	role—not	instead	of	but	in	addition	to
emotion.

In	 many	 cases	 like	 these,	 reason	 is	 not	 the	 slave	 of	 the	 passions,	 nor	 is
passion	the	slave	of	reasons.	Instead	of	being	slaves	and	masters,	 they	work
together	as	peers	and	allies—or	at	least	they	can.



IS	THERE	ANY	HOPE?

Critics	 of	 this	 view	will	 not	 give	 up	 yet.	 Sure,	 they	will	 admit,	 our	 beliefs
guide	 our	 emotions.	 But	 why	 think	 that	 reasoning	 or	 arguments	 really
determine	our	beliefs?	Our	beliefs	might	just	be	post	hoc	rationalizations	that
we	make	up	to	fit	our	feelings.	We	might	really	believe	what	we	do	because
we	want	 to	 believe	 that.	 Or	we	might	 believe	 it	 for	 no	 reason	 at	 all.	 Then
reason	and	argument	have	nothing	to	do	with	what	we	believe.

This	 sentiment	 has	 been	 expressed	by	 cynics	 through	 the	 ages	who	deny
that	arguments	do	any	good,	like	these:
I	have	come	to	the	conclusion	that	there	is	only	one	way	under	high	heaven	to	get	the	best	of	an
argument—and	that	is	to	avoid	it.	Avoid	it	as	you	would	avoid	rattlesnakes	and	earthquakes.	–	Dale
Carnegie4

Arguments	are	to	be	avoided,	they	are	always	vulgar	and	often	convincing.	–	Oscar	Wilde5

Witty,	huh?

It	is	fun	to	make	such	extreme	claims,	but	now	we	need	to	ask	whether	they
are	 correct	 or	 accurate.	 Of	 course	 not.	 They	 are	 snarky	 exaggerations.	 The
truth	is	that,	although	we	cannot	always	reason	with	everyone,	that	limitation
does	not	show	that	arguments	and	reasoning	are	never	useful.

Admittedly,	arguing	(especially	online)	can	be	frustrating.	Opponents	often
do	 not	 listen	 at	 all.	 Still,	 they	 do	 listen	 sometimes.	 I	 used	 to	 think	 that	 no
mammals	lay	eggs.	Then	I	read	on	Wikipedia	that	monotremes	are	mammals
that	 lay	 eggs.	 I	 could	 have	 resisted,	 but	 I	 didn’t.	 I	 reasoned	my	way	 to	 the
conclusion	that	some	mammals	lay	eggs,	because	I	wanted	to	get	it	right.

I	did	not	care	much	about	monotremes,	but	some	arguments	can	change	our
lives	in	major	ways	and	lead	us	to	act	contrary	to	basic	desires.	Once	I	taught
a	 course	 on	 applied	 ethics	 that	 discussed	 animal	 rights	 and	 vegetarianism.
After	the	course,	one	student	thanked	me	by	saying,	“Your	course	has	made
my	whole	family	happier.”	His	parents	were	both	vegetarians,	but	he	had	not
been	a	vegetarian	himself.	During	the	course,	he	had	come	to	appreciate	the
arguments	 for	vegetarianism,	so	he	understood	his	parents	better.	Moreover,
he	 decided	 to	 become	 a	 vegetarian.	 “Why?”	 I	 asked.	 He	 claimed	 that	 the
arguments	on	that	side	seemed	stronger	to	him.	Of	course,	he	could	have	been
deluded.	 It	 is	 possible	 that	 the	 arguments	 really	 had	 no	 effect.	 Perhaps	 he
really	wanted	to	get	along	better	with	his	family.	It’s	possible,	but	he	reported
that	he	already	had	gotten	along	with	 them	very	well.	Maybe	some	horrific
picture	 of	 animals	 suffering	 in	 a	 factory	 farm	 is	 what	 really	 turned	 him
around.	And	yet	I	did	not	show	any	horrific	pictures	of	animals	suffering	in
factory	 farms,	 and	 he	 did	 not	 report	 seeing	 such	 pictures	 himself	 (and	why
would	he	lie	or	forget?).	In	this	case,	then,	the	arguments	did	at	least	some	of



the	work.	He	became	a	vegetarian	because	the	arguments	gave	him	reasons	to
become	vegetarian.
Many	other	examples	of	radical	conversion	in	the	light	of	evidence	are	well

documented.	Megan	Phelps-Roper	reports	that	she	gave	up	her	allegiance	to
Westboro	Baptist	Church	partly	because
My	friends	on	Twitter	took	the	time	to	understand	Westboro’s	doctrines,	and	in	doing	so,	they	were
able	to	find	inconsistencies	I’d	missed	my	entire	life.	Why	did	we	advocate	the	death	penalty	for
gays	when	Jesus	said,	“Let	he	who	is	without	sin	cast	the	first	stone?”	How	could	we	claim	to	love
our	neighbor	while	at	 the	same	 time	praying	for	God	 to	destroy	 them?	The	 truth	 is	 that	 the	care
shown	to	me	by	these	strangers	on	the	internet	was	itself	a	contradiction.	It	was	growing	evidence
that	people	on	the	other	side	were	not	the	demons	I’d	been	led	to	believe.6

Of	course,	her	emotions	toward	her	Twitter	friends	as	well	as	her	compassion
for	 her	 neighbors	 played	 a	 large	 role	 in	 her	 conversion.	 But	 that	 does	 not
mean	that	reason	played	no	role.	Her	emotion	made	her	listen	to	her	Twitter
friends,	 but	 she	 reports	 that	 the	 content	 of	 what	 they	 said	 also	 made	 a
difference:	 “they	were	 able	 to	 find	 inconsistencies.”	 She	was	 convinced	 by
“growing	evidence.”

Admittedly,	 other	 members	 of	 Westboro	 Church	 did	 not	 change	 their
beliefs.	Maybe	they	did	not	listen.	This	shows	that	arguments	are	not	always
enough	by	themselves	to	ensure	a	certain	belief	or	action.	But	nobody	should
expect	that	much.	A	match	does	not	light	every	time	you	strike	it.	Sometimes
the	match	 or	 the	matchbook	 is	wet.	 Sometimes	 there	 is	 not	 enough	 friction
where	 you	 strike	 it.	 Sometimes	 there	 is	 not	 enough	 oxygen.	 Moreover,
sometimes	 the	 match	 lights	 without	 striking,	 such	 as	 when	 you	 light	 one
match	 with	 another	 match.	 Thus,	 a	 cause	 does	 not	 have	 to	 be	 strictly
necessary	or	sufficient	for	the	effect	in	all	circumstances.	Nonetheless,	when
the	 struck	 match	 does	 light,	 striking	 the	 match	 is	 what	 causes	 it	 to	 light.
Analogously,	 giving	 someone	 an	 argument	 for	 a	 conclusion	 can	 cause	 the
audience	to	believe	that	conclusion.

Then	 why	 do	 cynics	 deny	 that	 arguments	 affect	 beliefs?	 This	 simplistic
view	 is	 appealing	 because	 everyone	 has	 had	 the	 frustrating	 experience	 of
giving	 a	 good	 argument	 that	 convinces	 nobody.	 But	 what	 does	 that	 show?
Perhaps	only	 that	 no	one	 listened	or	 understood.	Or	only	 that	 the	 argument
was	not	as	good	as	it	seemed.	Or	even	just	that	the	audience	needed	time	to
mull	it	over.

Cynicism	results	from	unrealistic	expectations.	If	we	expect	an	argument	to
be	a	knock-down	proof	that	convinces	everyone	immediately	on	first	hearing,
then	we	are	bound	to	be	disappointed.	Almost	no	arguments	work	like	that.	If
we	 trim	our	expectations	 to	make	 them	more	 realistic,	and	 if	we	are	patient
enough	to	wait	for	effects	that	take	a	while	instead	of	demanding	immediate



capitulation,	 then	 we	 will	 find	 that	 reasons	 and	 arguments	 can	 have	 some
influence.	Sometimes	 some	arguments	do	change	 some	people’s	beliefs	 and
actions	 slowly	 and	 partially.	 That	weak	 claim	might	 disappoint	 cynics	who
demand	more,	but	it	also	might	be	enough	to	give	us	hope	for	progress.

WHAT	DO	WE	GET	OUT	OF	ARGUING?

My	overall	goal	here	is	to	show	how	fascinating	and	important	arguments	are
and	to	undermine	common	misunderstandings	about	 reasons	and	arguments.
Most	people	see	arguments	as	ways	to	persuade	other	people	or	to	beat	them
in	 some	 kind	 of	 verbal	 fight,	 debate,	 or	 competition.	 That	 view	 is	 not	 all
wrong,	but	it	is	limited	and	incomplete.	Some	people	do	present	arguments	as
displays	of	prowess	or	power,	but	arguments	can	also	play	more	constructive
roles	in	social	interactions.

Learning

Imagine	that	I	argue	with	you	about	negotiations	regarding	sanctions	against
North	Korea.	I	argue	that	China	should	be	kept	out	of	 the	negotiations.	You
argue	that	China	should	be	allowed	into	the	negotiations,	because	China	will
make	the	sanctions	more	effective.	You	refute	my	arguments	and	convince	me
that	China	should	be	brought	in.	If	arguments	are	like	fights	or	competitions,
then	you	won.	You	convinced	me.	I	did	not	convince	you.

This	view	is	backward.	You	did	not	win	much,	 if	anything.	After	all,	you
ended	 up	 with	 the	 same	 view	 that	 you	 started	 with.	 You	 might	 not	 have
learned	 anything	 because	 you	 refuted	 all	 of	 my	 arguments	 against	 your
position.	You	might	not	even	understand	me	or	my	initial	position	any	better.
Thus,	you	gained	little	or	nothing	from	our	interaction,	except	perhaps	some
good	 feeling	 about	 winning	 a	 competition	 or	 showing	 me	 the	 error	 of	 my
ways.	That	is	why	I	doubt	that	you	won.

In	contrast,	I	gained	a	lot.	I	improved	my	view.	I	gained	new	evidence	and
new	arguments.	I	understood	the	situation	and	my	new	position	better	than	I
did	 before	 our	 arguments.	 Thus,	 if	 what	 I	 wanted	 was	 truth,	 reason,	 and
understanding,	 then	 I	 got	 what	 I	 wanted.	 That	 makes	 me	 the	 real	 winner.
Instead	of	resenting	the	person	who	refuted	my	arguments,	I	should	thank	that
individual	for	teaching	me.	But	to	see	why,	we	need	to	realize	that	arguments
are	not	like	fights,	debates,	or	competitions.

Respect

Another	 positive	 benefit	 of	 providing	 an	 argument	 or	 of	 asking	 for	 an



argument	is	that	doing	so	expresses	respect	for	one’s	audience.	When	you	are
walking	your	dog	on	a	 leash,	 and	 the	dog	 turns	 left	when	you	want	 to	 turn
right,	what	do	you	do?	You	pull	on	the	leash.	What	do	you	not	do?	You	do	not
say,	“Fido,	listen	to	reason.”

Contrast	walking	your	dog	with	walking	with	your	partner.	Your	plan	is	to
go	for	a	pleasant	evening	stroll	around	the	block	in	a	city	that	you	are	visiting
for	 the	 first	 time.	When	 you	 get	 to	 an	 intersection,	 your	 partner	 turns	 left
when	you	want	 to	 turn	 right.	What	do	you	do?	You	had	better	not	 just	pull
your	partner	 to	 the	right.	 Instead,	you	would,	I	hope,	use	reason.	You	might
say	 something	 like,	 “I	 think	 our	 hotel	 is	 in	 this	 direction.”	 If	 your	 partner
disagrees,	you	might	argue,	“Didn’t	we	turn	right,	then	right	again,	and	then
right	again?	If	I	remember	that	much	correctly,	then	now	we	need	to	turn	right
in	order	to	get	back.	Don’t	you	agree?”	You	present	reasons	for	turning	right
instead	of	just	forcing	your	partner	to	turn	right.	The	goal	of	giving	reasons	is
not	simply	to	get	them	to	turn	in	the	way	that	you	want.	The	purpose	is	also	to
show	them	that	you	appreciate	that	they	can	understand	and	respond	to	those
reasons,	 unlike	 a	 dog.	 It	 also	 shows	 that	 you	 recognize	 that	 you	 might	 be
wrong	 and	 they	 might	 be	 right.	 You	 give	 them	 a	 chance	 to	 respond	 by
showing	that	you	are	wrong	or	that	something	is	wrong	with	your	argument.
This	kind	of	exchange	of	reasons	happens	between	equals	who	respect	each
other	and	admit	their	own	fallibility.	One	benefit	of	providing	an	argument	is
to	signal	that	you	see	your	relationship	to	the	other	person	in	this	light.

The	signal	is	sent	not	only	when	we	give	an	argument	but	also	when	we	ask
for	 an	 argument.	 It	 can	 get	 very	 annoying	when	 a	 child	 asks	 “Why?”	 after
everything	you	say.	Still,	it	can	also	be	annoying	when	people	do	not	ask	why
you	disagree	with	 them.	You	 say,	 “Let’s	 turn	 right.”	Your	partner	 responds,
“No.	Let’s	 turn	 left.”	That’s	 it.	Nothing	more.	That	would	annoy	me.	Why?
Partly	because	we	want	other	people	to	recognize	that	they	owe	us	a	reason,
but	also	partly	because	we	want	them	to	be	interested	in	our	reasons.	To	ask
“Why	do	you	want	to	turn	right?”	is	to	show	a	recognition	that	I	am	the	kind
of	creature	who	can	give	a	reason.	It	is	a	sign	of	respect.

Humility

In	 addition	 to	 showing	 respect,	 another	benefit	 of	 reasons	 and	 arguments	 is
that	they	can	foster	humility.	If	two	people	disagree	without	arguing,	all	they
do	 is	 yell	 at	 each	 other.	No	 progress	 is	made.	Both	 still	 think	 that	 they	 are
right.	In	contrast,	if	both	sides	give	arguments	that	articulate	reasons	for	their
positions,	 then	 new	possibilities	 open	 up.	One	 possibility	 is	 that	 one	 of	 the
arguments	 gets	 refuted—that	 is,	 it	 is	 shown	 to	 fail.	 In	 that	 case,	 the	 person
who	 depended	 on	 the	 refuted	 argument	 learns	 that	 he	 needs	 to	 change	 his



view.	 That	 is	 one	 way	 to	 achieve	 humility—on	 one	 side	 at	 least.	 Another
possibility	is	that	neither	argument	is	refuted.	Both	have	a	degree	of	reason	on
their	side.	Even	if	neither	 interlocutor	 is	convinced	by	the	other’s	argument,
both	 can	 still	 come	 to	 appreciate	 the	opposing	view.	They	 also	 realize	 that,
even	if	they	have	some	truth,	they	do	not	have	the	whole	truth.	They	can	gain
humility	when	 they	 recognize	 and	 appreciate	 the	 reasons	 against	 their	 own
view.

How	 can	 arguments	 induce	 such	 humility?	 The	 best	 way	 to	 reduce
opponents’	overconfidence	and	make	them	open	to	your	position	might	seem
to	be	 an	overwhelming	argument	 that	 shows	 them	why	 they	 are	wrong	and
why	you	are	right.	Sometimes	that	works,	but	only	rarely.

What	 usually	 works	 better	 is	 to	 ask	 questions—in	 particular,	 to	 ask
opponents	for	reasons.	Questions	are	often	more	powerful	than	assertions.	But
which	 questions?	We	 need	 to	 learn	 to	 ask	 the	 right	 kinds	 of	 questions,	 the
ones	that	lead	to	productive	conversations.	In	one	experiment,	Steven	Sloman,
professor	 of	 psychology	 at	 Brown	 University,	 and	 his	 colleagues	 found
roughly	that	asking	people	why	 they	hold	 their	beliefs	 leads	 to	 less	humility
and	 openness	 to	 conflicting	 views	 than	 asking	 them	 how	 their	 proposal
works.7	The	question	of	how	cap	and	 trade	policies	 reduce	global	warming,
for	 example,	 asks	 subjects	 to	 spell	 out	 a	 causal	 mechanism	 step	 by	 step.
Subjects	found	it	difficult	to	specify	this	mechanism,	so	they	came	to	realize
that	they	did	not	understand	their	own	position	well	enough,	and	they	became
more	 moderate	 and	 open	 to	 alternative	 views.	 We	 can	 also	 ask	 ourselves
similar	questions.	Questioning	how	our	own	plans	are	supposed	to	work	will
likely	 make	 us	 more	 humble	 and	 open-minded,	 because	 we	 will	 come	 to
realize	 that	we	do	not	understand	as	much	as	we	 thought	or	as	much	as	we
need.

Moreover,	if	we	regularly	ask	others	and	ourselves	such	questions,	then	we
will	probably	come	 to	anticipate	 such	questions	 in	advance.	 Jennifer	Lerner
and	Philip	Tetlock,	psychologists	at	Harvard	University	and	the	University	of
Pennsylvania,	 respectively,	 have	 shown	 that	 accountability—expecting	 to
need	to	give	reasons	for	claims—leads	people	to	base	their	positions	more	on
relevant	facts	and	less	on	personal	likes	and	dislikes.8	A	context	that	creates
such	expectations—including	a	culture	that	encourages	asking	such	questions
about	reasons—could	then	help	 to	foster	humility,	understanding,	reasoning,
and	arguments	that	give	answers	to	questions	about	reasons.

The	goal	of	questioning	and	humility	is	not	to	make	one	lose	confidence	in
cases	where	confidence	 is	 justified.	Proper	humility	does	not	 require	one	 to
lose	all	self-confidence,	to	give	up	all	beliefs,	or	to	grovel	or	debase	oneself.
One	 can	 still	 hold	 one’s	 beliefs	 strongly	 while	 recognizing	 that	 there	 are



reasons	to	believe	otherwise,	that	one	might	be	wrong,	and	that	one	does	not
have	 the	 whole	 truth.	 Giving	 and	 expecting	 reasons	 along	with	 asking	 and
answering	questions	can	help	move	us	in	this	direction.

Abstraction

Arguments	can	also	undermine	polarization.	 If	people	are	more	humble	and
modest,	 they	 are	 less	 likely	 to	 adopt	 extreme	 positions.	 They	 are	 also	 less
likely	to	be	so	sure	of	their	own	positions	that	they	think	of	their	opponents	as
stupid	or	immoral,	so	they	will	become	less	abusive	and	antagonistic.

There	 is	 also	 a	 less	 obvious	 way	 in	 which	 arguments	 undermine
polarization.	 They	 lead	 people	 to	 think	 more	 abstractly.	 When	 people
formulate	arguments	for	their	positions,	such	as	political	stances,	they	usually
appeal	to	abstract	principles,	such	as	general	rights.	Another	method	employs
analogies,	 but	 those	 analogies	 tend	 to	 rely	 on	 abstract	 similarities	 between
otherwise	 distinct	 cases.	 Thus,	 many	 common	 forms	 of	 argument	 require
reasoners	to	abstract	away	from	details	of	a	particular	case	and	think	about	the
issues	from	a	more	abstract	perspective.

Abstract	 thinking	 then	 reduces	 polarization,	 at	 least	 in	 the	 right	 contexts.
When	people	think	about	a	political	issue,	they	can	think	of	themselves	either
as	a	citizen	of	their	country	or	as	a	member	of	their	particular	political	party.
Research	has	shown	that,	when	people	identify	with	their	particular	political
party,	 abstract	 thinking	 can	 increase	 polarization.	 In	 contrast,	 when	 people
identify	with	their	country	as	a	whole,	abstract	thinking	decreases	polarization
between	 groups	 inside	 that	 country.9	 The	 mechanism	 behind	 this	 effect	 is
unclear,	but	people	who	think	abstractly	in	terms	of	their	country	appeal	both
to	principles	that	bind	together	 their	whole	country	and	also	to	interests	 that
they	 share	 with	 other	 citizens	 of	 their	 country.	 These	 appeals	 have	 just	 as
much	force	for	many	of	their	opponents	within	their	country,	so	the	result	is
less	polarization	and	more	mutual	understanding.

Of	course,	abstraction	need	not	stop	at	one’s	country.	It	is	also	possible	for
people	to	identify	with	their	species,	so	that	they	view	themselves	as	a	human
like	 other	 humans,	 even	 those	 in	 other	 countries.	 I	 would	 speculate	 that
abstract	thinking	in	this	perspective	might	even	help	to	overcome	antagonism
and	polarization	between	countries.

The	 evidence	 does	 not	 suggest	 that	 political	 opponents	 will	 suddenly
become	best	friends	as	soon	as	they	think	about	arguments	by	their	opponents
and	 by	 themselves.	 We	 need	 to	 be	 more	 patient	 than	 that.	 Nonetheless,	 a
cultural	 shift	 toward	 more	 use	 of	 arguments	 and	 a	 better	 appreciation	 of
arguments	might	have	some	effect	on	polarization	by	inducing	more	abstract



thinking.

Compromise

Last	but	not	least,	arguments	can	enable	compromises.	If	I	know	your	reasons
for	disagreeing	with	me,	and	you	know	my	reasons	for	disagreeing	with	you,
then	we	can	work	together	to	find	an	intermediate	position	that	satisfies	both
of	 our	 concerns.	 Imagine	 that	 you	 favor	 an	 increase	 in	 the	minimum	wage
because	 anyone	who	works	 full	 time	 should	 not	 live	 in	 poverty,	 whereas	 I
oppose	 increasing	 the	minimum	wage	because	 it	will	 reduce	 the	number	of
jobs	for	the	poor.	You	are	concerned	about	poverty	among	workers,	and	I	am
concerned	 about	 jobs.	 Knowing	 our	 reasons,	 we	 can	 seek	 a	 compromise
position	 that	will	 raise	 as	many	workers	 as	 possible	 above	 poverty	without
costing	 too	many	 jobs.	 If	we	 had	 not	 given	 our	 reasons	 (if	we	 omitted	 the
“because	clauses”),	then	we	would	not	know	where	to	look	for	a	compromise
that	we	can	both	live	with.

You	 might	 ask,	 “So	 what?”	 Why	 do	 we	 need	 compromise	 anyway?
Although	82%	of	consistent	liberals	prefer	leaders	who	compromise,	63%	of
consistent	 conservatives	 prefer	 leaders	who	 stick	 to	 their	 principles.10	 Both
positions	 can	 cite	 support.	 Failure	 to	 compromise	 can	 lead	 to	war,	 but	 still
some	 compromises	 are	 rotten.11	 Famous	 examples	 in	 the	 United	 States
include	the	Three-Fifths	compromise	(which	counted	slaves	as	three-fifths	of
a	 person	 in	 calculating	 the	 populations	 of	 states)	 and	 the	 Missouri
Compromise	(which	allowed	slavery	in	some	areas	but	not	others).	The	most
infamous	example	in	Europe	is	Neville	Chamberlain’s	appeasement	of	Hitler
in	 the	1930s.	Sometimes—as	 in	 the	cases	of	 slavery	and	Hitler—maybe	we
should	not	compromise.	However,	does	this	admission	apply	to	compromises
today?	 If	 people	 really	hate	 their	 rivals	 as	much	 as	 slavery	 and	Hitler,	 then
they	might	have	reason	to	oppose	compromise	with	such	devils.	But	then	the
basic	 problem	 is	 that	 the	 two	 sides	 hate	 each	 other	 as	much	 as	 slavery	 and
Hitler.	 Without	 that	 extreme	 assumption,	 compromise	 would	 often	 be
desirable.

Of	 course,	 no	 compromise	 is	 perfect.	 Compromise	 is	 not	 easy.	 It	 is	 not
ideal.	It	is	not	without	dangers.	But	it	is	still	necessary.	We	need	to	be	able	to
compromise	 in	 some	 cases	 in	 order	 to	 get	 anything	 done.	 The	 best
compromises	 are	 constructive	 in	 the	 sense	 that	 they	 create	more	 value	 and
leave	both	sides	better	off.	Competing	parties	will	not	know	how	to	fashion
such	compromises	unless	they	know	what	the	other	side	values.	The	best	way
to	learn	their	values	and	thereby	to	facilitate	compromise	is	to	listen	carefully
to	their	reasons	and	arguments.



WHERE	DO	WE	STAND	NOW?

The	problem	of	polarization	pervades	politics	and	cultures	around	the	world
today,	 as	 we	 saw	 in	 previous	 chapters.	 This	 chapter	 suggests	 that	 a	 better
understanding	 of	 arguments	 and	 the	 reasons	 that	 they	 express	 can	 go	 some
way	 toward	 ameliorating	 those	 problems.	 Why?	 Because	 reasons	 and
arguments	 express	 respect,	 improve	 understanding,	 induce	 humility,
undermine	 overconfidence,	 engender	 abstraction	 that	 reduces	 polarization,
and	enable	cooperation	and	compromise.

I	realize	that	this	proposal	will	strike	many	critics	as	overly	optimistic	and
simplistic.	Don’t	 I	 realize	 that	 arguments	cannot	change	 the	world?	Yes.	Of
course,	 merely	 learning	 more	 about	 arguments	 plus	 giving	 and	 asking	 for
more	arguments	cannot	by	themselves	solve	all	of	the	problems	of	the	world.
I	 admit	 that.	Nonetheless,	 a	 beginning	 of	 a	 partial	 solution	 is	 not	worthless
just	because	it	does	not	solve	the	whole	problem	in	one	fell	swoop.	My	hope
is	that	learning	about	arguments	can	reduce	some	of	the	barriers	that	keep	us
apart	and	prevent	us	from	working	together.



INTERMISSION

From	Why	to	How
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WHY	TO	LEARN	HOW	TO	ARGUE

MANY	PEOPLE	BELIEVE	THAT	 they	 already	 know	 how	 to	 argue:	 They
simply	 proclaim	 a	 reason	 for	 their	 position.	They	 also	 believe	 that	 they	 are
good	at	it:	The	reasons	that	they	give	seem	strong	to	them.	And	they	believe
that	they	can	tell	a	bad	argument	from	a	good	one:	Just	think	about	it.

If	arguing	and	assessing	arguments	were	really	this	easy,	there	would	be	no
need	for	the	rest	of	this	book.	You	would	not	need	to	learn	how	to	argue.	You
would	already	know	how.

Arguing	 well	 is	 not	 that	 simple.	 Indeed,	 most	 people	 are	 pretty	 bad	 at
arguing	in	many	circumstances.	They	make	the	same	mistakes	over	and	over
again.	These	tendencies	do	not	result	from	ignorance	or	lack	of	intelligence.
Even	smart	people	endorse	and	get	fooled	by	bad	arguments	if	they	have	not
been	trained	properly.	That	is	why	we	all	need	to	work	hard	at	learning	how
to	argue.

DO	YOU	WANT	TO	MAKE	A	DEAL?

Paradoxes	 show	 how	 much	 we	 have	 to	 learn.	 This	 became	 evident	 when
Marilyn	vos	Savant,	a	famous	mathematician,	challenged	her	readers	to	solve
the	Monty	Hall	problem	 (named	after	 the	host	of	 the	American	game	 show
Let’s	Make	a	Deal;	also	known	as	the	Three-Door	problem):
Suppose	you’re	on	a	game	show,	and	you’re	given	the	choice	of	three	doors:	Behind	one	door	is	a
car;	 behind	 the	 others,	 goats.	You	 pick,	 say	No.	 1,	 and	 the	 host,	who	 knows	what’s	 behind	 the
doors,	opens	another	door,	say	No.	3,	which	has	a	goat.	He	then	says	to	you,	“Do	you	want	to	pick
door	No.	2?”	Is	it	to	your	advantage	to	switch	your	choice?1

Most	 readers,	 including	several	mathematics	professors,	answered	 that	 there
is	no	advantage	in	switching.	This	reply	seems	correct	because	only	two	doors
(No.	1	and	No.	2)	remain	closed,	you	know	that	one	hides	a	goat	and	the	other
hides	a	car,	 and	you	seem	 to	have	no	 reason	 to	 think	 that	one	door	 is	more
likely	than	the	other	to	hide	the	car.

This	appearance	is	misleading.	To	see	why,	recall	that	there	are	only	three



possible	 arrangements	 behind	 the	 three	 doors	 in	 order:	 car-goat-goat,	 goat-
car-goat,	goat-goat-car.	If	you	pick	door	No.	1	initially,	and	then	Monty	Hall
reveals	a	goat	behind	one	of	the	other	doors,	you	will	win	a	car	2	times	out	of
3	by	switching.	You	lose	only	in	the	first	order	(car-goat-goat),	but	you	win	in
both	of	the	other	two	orders	(goat-car-goat	and	goat-goat-car).

Experts	 now	 agree	 on	 this	 solution	 (that	 switching	 is	 best),	 but	 not
everybody	is	convinced.	That	is	exactly	the	point	here.	We	are	not	as	good	at
reasoning	as	we	would	like	to	think.	We	need	to	learn	how	to	do	better.

WILL	YOUR	WISHES	COME	TRUE?

Psychological	 studies	 also	 show	 us	why	we	 need	 to	work	 on	 our	 skills.	 In
some	of	these	experiments,	the	question	is	whether	an	argument	is	valid	in	the
sense	that	it	is	not	possible	for	its	premises	to	be	true	when	its	conclusion	is
false.	 The	 results	 reveal	 how	 many	 people	 assess	 an	 argument	 as	 valid
because	they	want	its	conclusion	to	be	true.2	Consider	this	argument:	“If	the
referees	are	unfair,	then	Manchester	United	will	lose.	The	referees	will	be	fair.
So	Manchester	United	will	win.”	Many	Manchester	United	fans	will	probably
believe	that	this	argument	is	valid.	This	belief	is	incorrect,	however,	because
its	premises	are	true	but	its	conclusion	is	false	if	the	referees	will	be	fair	but
Manchester	United	will	lose	anyway.	It	is	possible	that	Manchester	will	lose
regardless	 of	whether	 or	 not	 the	 referees	 are	 fair.	 The	 fans’	mistake	 results
from	 their	 reluctance	 to	 imagine	 the	 possibility	 of	 their	 team	 losing,	which
they	want	to	avoid.	That	is	why	fans	of	rivals	of	Manchester	United	make	this
mistake	 less	 often.	 They	 are	 happy	 to	 admit	 the	 possibility	 of	 Manchester
United	 losing	 regardless	of	 the	 referees.	Of	 course,	 that	 does	not	mean	 that
they	are	smarter	or	more	 logical	 than	Manchester	United	 fans,	because	 they
will	make	the	same	mistake	about	their	own	favorite	team.	Both	sides	engage
in	wishful	thinking.

A	 related	 weakness	 is	 desirability	 bias,	 which	 is	 the	 tendency	 to	 seek
information	that	supports	positions	you	want	to	be	true.3	Recall	the	last	time
you	stepped	on	a	scale	to	see	how	much	you	weighed.	Studies	show	that	if	the
scale	shows	a	weight	that	you	like,	then	you	will	be	more	likely	to	believe	it;
but	if	the	scale	shows	a	weight	that	you	do	not	like,	then	you	are	more	likely
to	 step	off	 and	 step	back	on	 the	 scale	 in	 the	hope	 that	 it	will	 show	a	better
weight	the	second	time.	We	all	do	something	like	this.

CAN	YOU	TRUST	REPRESENTATIVES?

Our	 reasoning	 and	 arguments	 are	 also	 led	 astray	 by	 heuristics.	 Daniel
Kahneman,	 a	 Princeton	 University	 professor	 who	 won	 the	 Nobel	 Prize	 in



Economic	 Sciences,	 called	 one	 classic	 heuristic	 representativeness.
Kahneman	 and	 his	 collaborators	 gave	 participants	 this	 description	 of	 a
graduate	student:
Tom	W.	 is	 of	 high	 intelligence,	 although	 lacking	 in	 true	 creativity.	He	has	 a	 need	 for	 order	 and
clarity	and	for	neat	and	tidy	systems	in	which	every	detail	finds	its	appropriate	place.	His	writing	is
rather	 dull	 and	 mechanical,	 occasionally	 enlivened	 by	 somewhat	 corny	 puns	 and	 by	 flashes	 of
imagination	of	the	sci-fi	type.	He	has	a	strong	drive	for	competence.	He	seems	to	have	little	feel
and	little	sympathy	for	other	people	and	does	not	enjoy	interacting	with	others.	Self-centered,	he
nonetheless	has	a	deep	moral	sense.4

Participants	were	given	a	 list	of	nine	fields	of	graduate	study.	One	group	of
participants	 were	 asked	 to	 rank	 those	 fields	 by	 the	 degree	 to	 which	 Tom
“resembles	 a	 typical	 graduate	 student”	 in	 each	 field.	 Another	 group	 were
asked	 to	 rank	 the	 fields	 by	 the	 likelihood	 that	 Tom	 is	 in	 each	 field.	 Both
groups	 were	 also	 asked	 to	 estimate	 the	 percentage	 of	 graduate	 students	 in
each	of	 the	nine	 fields.	These	estimates	varied	 from	3%	to	20%,	and	Tom’s
description	 reflected	 the	 stereotype	 of	 the	 smaller	 fields,	 such	 as	 library
science.	Nonetheless,	participants’	percentage	estimates	had	almost	no	effect
on	 their	 probability	 rankings.	 Instead,	 the	 answers	 to	 the	 questions	 about
representativeness	 and	 probability	 were	 almost	 perfectly	 correlated.	 This
suggests	that	these	subjects	neglected	the	baseline	percentage	and	based	their
probability	estimates	almost	totally	on	their	judgments	of	representativeness.
They	ignored	crucial	information	that	should	have	altered	their	reasoning.

SHOULD	YOU	TURN	OVER	A	NEW	LEAF?

Another	 common	 error	 arises	 in	 the	Wason	 selection	 task.	 Participants	 see
four	cards	with	a	 letter	on	one	side	and	a	number	on	the	other	side	and	one
side	facing	up:
B   L   2   9

Then	participants	are	told	a	rule:
If	a	card	has	B	on	one	side,	then	it	has	2	on	the	other	side.

The	task	is	to	turn	over	the	minimum	cards	needed	to	determine	whether	the
rule	 is	 true.	The	correct	answer	 is	 to	 turn	over	 the	cards	 that	show	B	and	9,
because	the	rule	is	false	if	the	B	card	does	not	have	a	2	on	its	reverse	or	if	the
9	 card	 has	 a	 B	 on	 its	 reverse.	 Unfortunately,	 studies	 consistently	 find	 that
most	university	students	(as	high	as	90%)	do	not	turn	over	the	B	and	9	cards.
Most	turn	over	either	the	B	card	alone	or	the	B	and	2	cards.	However,	there	is
no	need	to	turn	over	the	2	card,	because	the	rule	will	not	be	falsified	whether
or	not	there	is	a	B	on	the	other	side.	After	all,	the	rule	says	only	what	is	on	the
other	side	of	cards	that	do	have	a	B	on	one	side.	It	does	not	say	what	is	on	the
reverse	of	cards	that	do	not	have	a	B	on	one	side.



Fortunately,	 this	 mistake	 becomes	 much	 less	 common	 when	 the	 task	 is
transferred	to	a	practical	context.	Suppose	the	cards	look	like	this:
Beer   Water   15   25

Then	participants	are	told	that	each	card	has	the	customer’s	age	on	one	side
and	what	that	customer	drank	on	the	other	side,	and	the	law	is:
If	customers	are	less	than	21	years	old,	they	are	not	allowed	to	drink	beer.

The	task	here	is	to	turn	over	the	minimum	cards	needed	to	determine	which
customers	 are	 breaking	 the	 law.	 Participants	 do	 much	 better	 on	 this	 more
practical	 task.	 Some	 researchers	 explain	 this	 success	 by	 our	 evolutionary
history.	We	evolved	to	determine	when	social	rules	(such	as	laws)	are	violated
but	not	to	test	pointless	generalizations	(such	as	whether	cards	with	B	on	one
side	have	2	on	the	other	side).5

CAN	WE	GET	BETTER?

These	 experiments	 (and	 many	 more)	 show	 that	 we	 are	 far	 from	 perfect
reasoners.	Duh!	We	already	knew	that.	They	also	specify	particular	ways	 in
which	many	people	often	go	astray.	That	is	interesting,	and	it	helps	us	know
when	we	need	to	be	careful.

The	fact	that	we	often	get	misled	does	not	show	that	we	cannot	ever	reason
properly.	 Tricky	 psychologists	 set	 up	 special	 circumstances	 in	 order	 to	 get
participants	 to	make	mistakes.	Nonetheless,	 the	Wason	selection	 task	 shows
that	we	can	do	better	in	certain	circumstances	(practical	ones)	than	in	others
(abstract	ones).	Moreover,	we	can	 recognize	when	we	made	mistakes.	After
people	give	the	wrong	answer	on	the	Wason	selection	task,	it	is	easy	to	show
them	why	 their	 answer	 is	wrong.	They	 rarely	 stick	 to	 their	 original	 answer.
That	shows	that	we	can	learn	and	that	we	can	distinguish	good	reasoning	from
bad	reasoning	in	suitable	circumstances.

Other	psychologists	have	found	that	different	situations	are	more	conducive
to	proper	reasoning.	Despite	their	failures	while	alone,	participants	in	groups
gave	 around	 80%	 correct	 answers	 in	 the	Wason	 Selection	 Task;	 and	 more
generally	 “Contrary	 to	 common	 bleak	 assessments	 of	 human	 reasoning
abilities,	people	are	quite	capable	of	reasoning	in	an	unbiased	manner,	at	least
when	 they	 are	 evaluating	 arguments	 rather	 than	 producing	 them,	 and	when
they	 are	 after	 the	 truth	 instead	 of	 trying	 to	 win	 a	 debate.”6	 In	 addition,
institutions	(such	as	science)	can	be	structured	so	as	to	maximize	the	chances
that	errors	will	be	discovered	and	rejected,	so	that	they	will	not	be	led	astray
in	the	long	run.7	Thus,	we	can	improve	reasoning	and	argument	not	only	by
training	but	also	by	instilling	a	desire	for	truth	and	understanding	as	well	as



by	creating	 institutions	 that	correct	mistakes.	Those	circumstances	are	more
likely	in	a	culture	that	understands	reasons	and	arguments.

Our	 skills	 at	 reasoning	 and	 argument	 are	 both	 prone	 to	 error	 and
correctable.	The	glass	 is	not	only	half	 full	or	only	half	empty—it	 is	both.	 It
takes	hard	and	careful	work	as	well	as	patience	and	 tenacity	 to	get	better	at
arguing	and	reasoning.	Although	difficult	and	not	always	successful,8	training
and	 practice	 in	 argument	 and	 reasoning	 can	 help	 people	 recognize	 their
mistakes,	and	they	can	also	help	people	avoid	mistakes	in	reasoning.9	That	is
why	we	all	need	to	work	hard	at	learning	how	to	argue.



PART	II

HOW	TO	ARGUE



6

HOW	TO	SPOT	ARGUMENTS

WE	SEEM	TO	ARGUE	ALL	THE	TIME.	People	 disagree	 on	many	 issues
and	let	each	other	know	it,	often	at	high	volume.	On	the	other	hand,	people
too	 rarely	 give	 reasons	 for	 their	 positions.	 In	 that	 sense,	 arguments	 are	 not
very	common	and	not	common	enough.	So,	are	arguments	numerous	or	rare?
That	depends	on	what	counts	as	an	argument.	This	chapter	will	explore	 that
question.

HOW	MUCH	WOULD	YOU	PAY	FOR	AN	ARGUMENT?

To	 understand	 what	 arguments	 are,	 we	 need	 to	 begin	 by	 asking	 what
arguments	are	not.	Some	of	the	main	contrasts	are	illustrated	by	an	insightful
troupe	 of	 philosophers	 named	 Monty	 Python	 in	 their	 famous	 skit,	 The
Argument	Clinic.	 If	you	have	not	seen	 it	or	do	not	 remember	 it,	you	should
watch	it.1	It	is	a	gem.

The	skit	begins	with	a	customer	walking	up	to	the	receptionist	in	the	clinic
and	saying,	“I’d	like	to	have	an	argument,	please.”	The	Receptionist	replies,
“It’s	 one	 pound	 for	 a	 five-minute	 argument,	 but	 only	 eight	 pounds	 for	 a
course	of	ten.”	Despite	the	savings	in	bulk,	the	customer	decides	to	purchase
only	one	five-minute	argument.

The	Receptionist	then	needs	to	find	an	employee	in	the	clinic	to	argue	with
the	customer.	She	 looks	at	 the	 schedule	 and	 says,	 “Mr.	DeBakey’s	 free,	but
he’s	a	 little	bit	conciliatory.”	What’s	wrong	with	being	conciliatory—that	 is,
likely	to	give	in	easily?	Anyway,	the	Receptionist	instead	directs	the	customer
to	Mr.	Barnard	in	room	12.

The	 customer	walks	 down	 the	 hall	 and	 enters	 the	 first	 room	 to	 find	Mr.
Barnard	 seated	 behind	 a	 desk.	 He	 aggressively	 yells,	 “WHAT	 DO	 YOU
WANT?”	 then	 calls	 the	 customer	 a	 “snotty-faced	heap	of	 parrot	 droppings”
and	a	“vacuous,	coffee-nosed,	malodorous,	pervert.”	Annoyed,	 the	customer
explains	that	he	came	for	an	argument.	Mr.	Barnard	nicely	replies,	“Oh.	I’m
sorry.	This	is	abuse	…	.	You	want	room	12A,	just	along	the	corridor.”



This	silliness	introduces	our	first	contrast	with	arguments.	Abuse	is	not	an
argument.	I	cannot	argue	for	my	position	or	against	your	position	simply	by
calling	you	a	“pervert.”	Why	not?	Presumably	because	calling	you	a	pervert
does	not	give	any	reason	against	your	position,	much	less	any	reason	for	my
own	position.	It	is	surprising	how	often	people	forget	this	simple	point.2

Skipping	 ahead	 in	 the	 skit,	 the	 customer	 enters	 a	 different	 room,	 and
Spreaders	hits	him	on	the	head.	When	the	customer	reacts,	he	is	told,	“No,	no,
no.	Hold	your	head	like	this,	then	go	Waaah.”	Then	Spreaders	hits	him	again.
It	turns	out	that	this	room	is	for	“being-hit-on-the-head	lessons.”	This	concept
is	absurd,	but	it	reveals	a	second	contrast	with	arguments.	Arguments	are	not
physical	fights—or	verbal	fights.	The	goal	of	an	argument	is	not	to	make	an
opponent’s	 head	 hurt	 (either	 by	 hitting	 him	 hard	 or	 by	 making	 him	 think
hard).

When	the	customer	finally	reaches	the	correct	room,	a	professional	arguer
named	Mr.	Vibrating	is	sitting	behind	a	desk.	The	customer	asks,	“Is	this	the
right	 room	 for	 an	 argument?”	 The	 clinician	 calmly	 replies,	 “I’ve	 told	 you
once.”	 The	 heat	 rises	 from	 there:	 “No,	 you	 haven’t,”	 “Yes,	 I	 have,”	 “I’m
telling	 you	 I	 did,”	 “You	most	 certainly	 did	 not,”	 “Look,	 let’s	 get	 this	 thing
clear;	I	quite	definitely	told	you,”	“No	you	did	not.”	The	repetition	is	finally
broken	when	 the	 clinician	 asks,	 “Is	 this	 a	 five-minute	 argument	 or	 the	 full
half-hour?”	 Then	 the	 customer	 realizes	 what	 is	 going	 on:	 He	 is	 already
arguing.	Or	 is	 he?	The	 customer	 and	 clinician	 continue	 to	 say	Yes-No-Yes-
No-Yes-No	until	 the	customer	bursts	out,	 “Oh,	 look.	This	 isn’t	an	argument
…	.	It’s	just	contradiction	…	.	An	argument	isn’t	just	contradiction.”

Now	we	 have	 a	 third	 contrast	with	 arguments.	Contradiction	 here	means
denial,	 so	 the	 lesson	 is	 that	 arguments	 are	 not	mere	 denials.	 If	 you	make	 a
claim,	I	cannot	argue	against	your	claim	simply	by	saying,	“No.”	It	 is	again
unfortunate	how	many	people	forget	this	simple	lesson.	They	think	that	they
can	refute	someone	merely	by	denying	what	they	say.	They	can’t.

Why	 not?	 What	 is	 missing	 from	 a	 bare	 denial	 that	 is	 present	 in	 an
argument?	 The	 customer	 tells	 us,	 “Argument	 is	 an	 intellectual	 process.
Contradiction	 is	 just	 the	 automatic	 gainsaying	 of	 any	 statement	 the	 other
person	 makes.”	 It	 is	 not	 clear	 what	 makes	 something	 intellectual,	 but	 one
interpretation	is	 that	an	argument	needs	to	present	some	kind	of	evidence	or
reason,	whereas	a	bare	denial	does	not	present	any	evidence	or	reason	against
the	claim	that	is	denied.	To	say	merely	that	some	claim	is	false	is	not	to	give
any	evidence	against	it	or	any	reason	why	it	is	false.

This	 point	 then	 leads	 to	 the	 customer’s	 definition:	 “An	 argument	 is	 a
connected	 series	 of	 statements	 intended	 to	 establish	 a	 proposition.”	 This



reference	to	establishing	a	proposition	is	a	great	start,	but	it	 is	still	not	quite
right.	The	 first	 problem	 is	 that	 to	 establish	 something	 is	 to	 put	 it	 on	 a	 firm
basis.	However,	some	arguments	are	not	firm	or	even	intended	to	be	firm.	For
example,	if	we	are	deciding	whether	to	go	to	a	park	or	to	a	museum,	I	might
say,	“We	went	to	the	park	last	week,	so	maybe	we	ought	to	go	to	the	museum
today.	What	do	you	think?”	I	intend	to	give	some	reason	for	the	proposition
that	we	ought	to	go	to	the	park,	but	I	need	not	claim	that	it	is	strong	enough	to
establish	that	conclusion.	Some	arguments	are	too	weak	to	establish	anything,
but	they	still	give	some	reasons.

Another	problem	is	that	you	cannot	establish	what	was	already	established
in	advance.	To	establish	a	country	 is	 to	create	one	 that	did	not	exist	before.
Analogously,	 to	 establish	 a	 conclusion	 is	 presumably	 also	 to	 bring	 the
audience	 to	 believe	 what	 they	 did	 not	 believe	 firmly	 before.	 However,	 we
often	 argue	 for	 conclusions	 that	 everybody	 already	 strongly	 believed	 in
advance.	 Just	 imagine	 that	 one	 mathematician	 had	 already	 proven	 the
Pythagorean	theorem	(the	square	of	the	hypotenuse	in	a	right	triangle	is	equal
to	the	sum	of	the	squares	of	the	other	two	sides).	Then	another	mathematician
comes	up	with	a	new	proof	that	is	shorter	and	makes	fewer	assumptions.	Both
proofs	are	arguments,	but	the	purpose	of	proving	the	theorem	the	second	time
is	not	to	convince	people	who	did	not	believe	the	theorem.	Everyone	already
believed	it.	Yet	mathematicians	still	might	want	to	prove	it	in	fewer	steps	with
fewer	assumptions	in	order	to	determine	why	it	 is	true	and	which	axioms	or
premises	its	truth	depends	on.	Their	proof	aims	to	explain	the	theorem	but	not
to	establish	it.	In	this	respect,	Monty	Python’s	definition	is	not	quite	right.

WHAT	IS	AN	ARGUMENT?

One	 small	 change	 is	 enough	 to	 solve	 these	 problems	with	Monty	 Python’s
definition.	We	 just	 need	 to	 replace	 “establish”	 with	 “present	 a	 reason	 for.”
Then	an	argument	can	be	defined	as	“An	argument	 is	 a	 connected	 series	of
statements	 intended	 to	 present	 a	 reason	 for	 a	 proposition.”3	Reasons	do	not
need	to	be	strong	or	firm	and	can	support	what	we	already	believed,	so	 this
change	allows	weak	reasons	as	well	as	proofs	of	the	Pythagorean	theorem	to
count	as	arguments.

The	 statements	 that	present	a	 reason	are	called	premises.	The	proposition
that	they	are	supposed	to	be	a	reason	for	is	called	a	conclusion.	Hence,	we	can
say	that	an	argument	is	a	connected	series	of	premises	intended	to	present	a
reason	for	a	conclusion.4

This	definition	tells	us	a	lot	about	arguments.	It	specifies	the	material	 that
arguments	are	made	of	(language,	though	not	necessarily	writing	or	speech),



what	form	they	take	(premises	and	conclusions,	so	declarative	sentences	that
can	 be	 true	 or	 false),	 and	 what	 purposes	 they	 serve	 (to	 present	 reasons	 of
some	kind).	This	definition	thus	covers	the	aspects—material,	form,	purpose,
and	cause—that	Aristotle	required	for	complete	explanation.5

It	 also	 tells	 us	 what	 arguments	 are	 not.	 Following	 Monty	 Python’s
definition,	ours	shows	how	arguments	differ	from	abuse,	fights,	and	denial.	In
addition,	it	explains	why	dictionaries	and	price	tags	do	not	include	arguments,
since	they	are	not	intended	to	present	reasons	for	any	conclusion.

Even	 where	 we	 do	 expect	 an	 argument,	 we	 are	 often	 disappointed.
Speakers	 can	 spend	a	 lot	 of	 time	describing	a	problem	or	 stating	 a	position
without	arguing	for	anything.	Many	examples	occur	 in	political	debates	and
interviews.	 It	 is	 amazing	 how	 long	 politicians	 can	 talk	 without	 giving	 any
argument.	 Reporters	 or	 others	 ask	 politicians	 questions	 about	 issues	 of	 the
day.	 Politicians	 reply	 by	 talking	 around	 the	 issues	 and	 then	 abruptly
announcing	their	stands.	They	make	it	clear	how	their	views	differ	from	their
opponents’	positions,	but	they	still	do	not	argue	for	their	own	positions.	Our
definition	 tells	 us	 why	 all	 of	 their	 words	 together	 do	 not	 amount	 to	 an
argument.	It	is	because	they	do	not	even	try	to	present	any	reason	at	all.

WHAT	PURPOSES	DO	ARGUMENTS	SERVE?

Reasons	come	in	many	kinds,	and	our	definition	does	not	specify	which	kind
or	kinds	of	reasons	are	intended	in	arguments.	This	lack	of	clarity,	however,	is
a	feature,	not	a	bug.	The	non-specific	notion	of	a	reason	enables	our	definition
to	be	flexible	enough	to	cover	a	variety	of	arguments.

Some	 arguments	 give	 reasons	 that	 justify	 belief	 in	 their	 conclusions.	 For
example,	if	you	doubt	that	ancestors	of	the	Shona	tribe	in	Zimbabwe	used	to
rule	 a	 much	 larger	 area,	 then	 I	 can	 show	 you	 a	 book	 about	 the	 Great
Zimbabwe.	It	will	cite	established	facts	that	are	premises	in	an	argument	that
will	 give	 you	 strong	 reasons	 to	 believe	 the	 conclusion	 that	 ancestors	 of	 the
Shona	 tribe	 in	Zimbabwe	 indeed	used	 to	 rule	 a	much	 larger	 area.	The	cited
facts	make	 you	 justified	 in	 believing	 a	 conclusion	 that	 you	 did	 not	 believe
before.

Other	 arguments	 give	 reasons	 that	 justify	 actions	 instead	 of	 beliefs.	 For
example,	if	you	are	deciding	whether	to	visit	Beijing,	then	I	can	show	you	a
book	about	the	Forbidden	City.	This	book	will	have	pictures	of	the	beautiful
buildings	 and	 artifacts	 that	 you	 can	 see	 if	 you	 tour	Beijing.	 This	 book	will
provide	 reasons	 for	 you	 to	 visit	 Beijing.	 Of	 course,	 I	 could	 also	 cite	 other
facts,	such	as	facts	about	air	pollution	in	Beijing,	to	give	you	a	reason	not	to
visit	Beijing	or	maybe	to	give	you	reason	to	visit	Beijing	in	August	instead	of



December.	These	reasons	for	action	can	also	be	presented	in	arguments.

It	 is	 important	 that	 both	 kinds	 of	 justification	 are	 distinct	 from	 mere
persuasion.	Imagine	that	I	trick	you	into	believing	that	ancestors	of	the	Shona
tribe	in	Zimbabwe	used	to	rule	a	much	larger	area	by	showing	you	a	book	of
pictures	 of	 the	 Forbidden	 City	 and	 somehow	 convincing	 you	 that	 they	 are
pictures	of	 a	monument	 in	Zimbabwe	called	 the	Great	Zimbabwe.	 I	 am	not
trying	to	give	any	real	reason,	but	I	am	trying	to	present	what	you	will	see	as
a	reason.	If	you	are	tricked	into	believing	this	conclusion,	then	I	did	persuade
you,	 but	 I	 did	 not	 justify	 your	 belief	 (even	 though	 it	 is	 true),	 because	 your
belief	is	based	on	falsehoods	that	are	not	real	reasons	for	the	conclusion	that
you	 believe.	Hence,	 persuasion	 is	 yet	 another	 purpose	 of	 arguments	 that	 is
distinct	from	justification	of	beliefs	or	of	actions.

Yet	another	kind	of	reason	is	one	that	explains	why	something	happens—
reasons	 that	 explain	 phenomena	 instead	 of	 justifying	 belief	 in	 those
phenomena.	 Imagine	 that	 you	 visit	 the	 Fukushima	 nuclear	 power	 plant	 in
Japan	and	see	that	it	lies	in	ruins.	You	know	that	it	was	destroyed.	You	can	see
that.	But	you	still	wonder	what	destroyed	 it.	The	well-known	explanation	 is
that	 it	was	destroyed	by	a	 tsunami.	This	explanation	can	be	put	 in	a	 simple
argument:	“This	power	plant	was	hit	by	a	tsunami.	Any	power	plant	that	is	hit
by	a	tsunami	is	destroyed.	That	is	why	(as	well	as	how)	this	power	plant	was
destroyed.”	 This	 argument	 gives	 you	 a	 reason	 why	 it	 was	 destroyed,	 even
though	 you	 had	 already	 believed	 that	 it	 was	 destroyed.	 It	 explains	 the
phenomenon	without	justifying	belief	in	the	phenomenon.

Is	 it	 a	 problem	 that	 our	 definition	 allows	 arguments	 to	 give	 any	 of	 these
kinds	of	reasons?	No,	not	at	all.	To	the	contrary,	it	is	a	virtue	of	our	definition
that	it	encompasses	so	many	kinds	of	reasons	because	arguments	can	be	used
to	 give	 all	 of	 these	 different	 kinds	 of	 reasons.	 Just	 as	 reasons	 can	 justify
beliefs	or	actions	or	explain	phenomena,	so	can	arguments.	Arguments	can	be
defined	as	presenting	reasons	because	the	vagueness	(or,	more	precisely,	non-
specificity)	 of	 the	 notion	 of	 reasons	matches	 the	 variety	 in	 the	 purposes	 of
arguments.

WHEN	IS	AN	ARGUMENT	(BEING	GIVEN)?

Fine,	you	might	think,	arguments	present	reasons.	Still,	that	does	not	yet	tell
us	how	to	identify	when	an	argument	occurs.	How	can	we	tell	when	speakers
are	arguing	and	when	they	are	not?	We	just	need	to	figure	out	when	they	are
presenting	reasons.	But	how	can	we	determine	that?

It	is	often	surprisingly	simple,	because	speakers	use	special	words	to	mark
arguments	and	reasons.	Imagine	that	someone	says	only	this:



Marco	Polo	opened	a	trade	route	from	Europe	to	China.

Countries	that	trade	with	each	other	affect	each	other.
What	happened	in	China	affected	Europe.

So	far	this	is	just	a	list	of	three	sentences	or	propositions.	We	can	turn	it	into
an	argument	simply	by	adding	the	little	word	“so.”
Marco	Polo	opened	a	trade	route	from	Europe	to	China.

Countries	that	trade	with	each	other	affect	each	other.
So,	what	happened	in	China	affected	Europe.

The	word	“so”	marks	this	list	as	an	argument	by	indicating	that	the	first	two
propositions	are	presented	as	reasons	for	the	last	proposition.
We	can	pull	the	same	trick	with	other	words:

Because	Marco	Polo	opened	a	trade	route	from	Europe	to	China,
and	countries	that	trade	with	each	other	affect	each	other,

what	happened	in	China	affected	Europe.

In	 this	way,	words	 like	“so”	and	“because”	signal	 that	an	argument	 is	being
given,	so	we	will	call	them	argument	markers.	Sometimes	the	sentence	after
the	 argument	marker	 is	 the	premise	or	 reason,	 and	we	 can	 call	 these	words
reason	markers	 or	 premise	 markers.	 In	 other	 cases,	 the	 sentence	 after	 the
argument	marker	 is	 the	conclusion,	 and	we	can	call	 these	words	conclusion
markers.	In	our	examples,	the	word	“so”	is	a	conclusion	marker,	and	the	word
“because”	 is	 a	 reason	 marker.	 Of	 course,	 there	 are	 many	 more	 conclusion
markers,	 including	 these:	 therefore,	 thus,	 hence,	 accordingly,	 which
shows/establishes/proves/is	 evidence	 that,	 and	 so	 on.	 There	 are	 also	 many
more	 reason	 markers,	 including	 these:	 since,	 for,	 which	 can	 be
shown/established/proven	by	the	fact	that,	and	so	on.	All	of	these	words	and
others	like	them	indicate	that	an	argument	is	in	the	offing.

This	move	is	amazing.	Adding	one	little	word	can	miraculously	turn	a	mere
list	 of	 sentences	 into	 an	 argument.	 “It	 is	 raining,	 and	 I	 am	 carrying	 an
umbrella”	is	not	an	argument,	but	“It	is	raining,	and	that	is	why	I	am	carrying
an	 umbrella”	 is	 an	 argument,	 as	 is	 “It	 is	 raining,	 because	 I	 am	 carrying	 an
umbrella.”	Of	course,	 this	 second	argument	 is	 terrible,	because	my	carrying
an	umbrella	cannot	explain	why	it	is	raining.	Still,	it	is	an	argument,	even	if	it
is	a	very	bad	one.

It	matters	whether	a	speaker	is	giving	an	argument,	because	it	changes	the
kinds	of	criticism	that	the	speaker	is	subject	to.	If	I	say,	“Honghong	is	short,
which	 shows	 that	 she	 is	 not	 a	 good	 football	 player,”	 then	 I	 am	 offering	 an
argument	and	can	be	criticized	if	the	argument	is	bad—that	is,	if	shortness	is
not	 any	 reason	 why	 someone	 is	 bad	 at	 football.	 In	 contrast,	 suppose	 I	 say
only,	 “Honghong	 is	 short,	 and	 she	 is	 not	 a	 good	 football	 player.”	 Now	 I



merely	assert	both	sentences	but	do	not	claim	any	relation	between	them.	I	am
not	 arguing	 from	 one	 to	 the	 other	 or	 claiming	 that	 one	 is	 a	 reason	 for	 the
other.	Hence,	I	cannot	be	criticized	if	the	argument	would	be	bad.	That	is	why
it	matters	whether	a	speaker	is	presenting	an	argument.
Because	 it	matters,	we	need	to	be	careful.	Argument	markers	 indicate	 the

presence	of	an	argument,	but	not	always.	We	cannot	simply	look	at	the	words.
We	need	 to	 think	about	what	 they	mean	 in	 the	 context.	One	of	my	 favorite
music	 albums	 is	 “Aereo-Plain”	 by	 John	Hartford.	 One	 of	 its	 songs	 begins:
“Because	 of	 you	 I	 close	my	 eyes	 each	 time	 I	 yodel,	 and	 so	 shall	 it	 be	 for
now.”	Here	the	word	“so”	is	not	being	used	as	an	argument	marker.	If	it	were,
then	 we	 could	 figure	 out	 which	 claim	 is	 the	 premise	 and	 which	 is	 the
conclusion;	but	there	is	no	premise	or	conclusion	in	“so	shall	it	be	for	now.”
Another	 indication	 is	 that	we	cannot	substitute	a	different	argument	marker;
for	it	makes	no	sense	to	say,	“	…	and	therefore	shall	it	be	for	now.”	Instead,
what	this	clause	means	is	simply	“that	is	the	way	it	will	be	for	now.”

What	about	“Because”?	Here	 there	 is	 a	conclusion:	 I	 close	my	eyes	each
time	I	yodel.	But	what	is	the	premise?	The	word	“you”	is	not	a	premise	or	a
reason.	 Besides,	 we	 cannot	 substitute	 another	 argument	 marker;	 because	 it
makes	no	sense	to	say	“since	of	you”	or	“since	you.”	Hence,	he	might	not	be
using	“because”	as	an	argument	marker	either.	In	any	case,	we	cannot	safely
assume	 that	 he	 is	 giving	 an	 argument	 simply	 because	 he	 uses	 the	 word
“because”	any	more	than	we	can	assume	that	he	is	giving	an	argument	simply
because	he	uses	the	word	“so.”	We	need	to	look	beyond	the	surface	form	of
the	words	and	think	about	what	those	words	mean	and	how	they	fit	into	their
context	 in	 order	 to	 determine	whether	 the	 speaker	 intends	 to	 be	 presenting
some	kind	of	reason	for	a	conclusion.	One	useful	test,	which	we	just	saw	in
action,	is	to	try	to	substitute	other	argument	markers	for	the	word	that	we	are
not	sure	of.

An	argument	can	be	given	without	any	argument	markers	at	all.	Sometimes
the	argument	marker	is	assumed	rather	than	asserted.	Indeed,	sometimes	even
the	 conclusion	 is	 not	 stated	 openly	 but	 only	 suggested.	For	 example,	South
Korean	President	Park	Geun-hy	was	criticized	for	obtaining	cosmetic	Botox
injections.	One	of	her	supporters,	Kim	Ku-ja,	replied,	“What’s	so	wrong	about
a	 woman	 getting	 Botox	 shots?	 Why	 is	 that	 a	 problem?”6	 Kim	 Ku-ja’s
rhetorical	 questions	 clearly	 suggest	 that	 she	 believes	 that	 there	 is	 nothing
wrong	and	no	problem	with	getting	Botox	injections.	Thus,	she	suggests	this
argument:	“There	 is	nothing	wrong	with	getting	Botox	shots.	People	should
not	 criticize	 anyone	 for	 doing	 what	 is	 not	 wrong.	 So,	 people	 should	 not
criticize	Park	Geun-hy	for	getting	Botox	shots.”	Nonetheless,	Kim	Ku-ja	does
not	actually	assert	any	premise	or	conclusion.	She	only	asked	questions,	and



questions	cannot	be	premises	or	conclusions	in	arguments	(since	they	are	not
declarative).	Hence,	Kim	Ku-ja	 does	 not	 actually	 assert	 any	 argument.	 She
only	indirectly	suggests	one.

Implied	 arguments	 like	 these	 demonstrate	 why	 we	 need	 to	 be	 careful	 in
thinking	about	whether	a	speaker	is	offering	an	argument	and	also	about	what
argument	 they	 are	 giving.	 Our	 definition	 can	 guide	 this	 investigation	 by
leading	us	to	ask	whether	speakers	intend	to	present	any	kind	of	reason,	but
the	answer	will	remain	unclear	in	some	cases.	When	we	are	not	sure	whether
a	 speaker	 intends	 to	 give	 an	 argument,	we	 can	 still	 ask	what	 the	 argument
would	 be	 and	 whether	 it	 would	 be	 any	 good.	 After	 all,	 what	 matters	 is
whether	there	is	a	reason	for	the	conclusion.



7

HOW	TO	STOP	ARGUMENTS

ONCE	ARGUMENTS	START,	 they	 are	 hard	 to	 stop.	 This	 truism	 does	 not
mean	 that	 it	 is	 hard	 to	 stop	 a	 fight.	We	 already	 saw	 that	 arguments	 are	 not
fights.	 Instead,	 the	 problem	 here	 is	 that	 an	 argument	 needs	 premises.	Why
should	 we	 believe	 its	 premises?	 To	 justify	 the	 premises,	 we	 need	 another
argument.	But	then	that	second	argument	also	has	its	own	premises	that	need
to	 be	 justified	 by	 a	 further	 argument	 that	 then	 has	 premises	 of	 its	 own	 that
also	 need	 to	 be	 justified	 by	 yet	 another	 argument,	 and	 so	 on	 forever.	 This
infinite	regress	lays	out	another	way	in	which	arguments	are	hard	to	stop	after
they	start.	It	makes	some	skeptics	wonder	whether	arguments	can	accomplish
anything	beyond	what	is	already	packed	into	their	premises.	This	chapter	will
discuss	some	ways	to	address	that	challenge.

CAN	WE	STOP	SOON?

To	see	the	problem,	imagine	that	I	believe	that	the	film	Lagaan	is	about	taxes
and	cricket	in	India.	(It	is	a	great	film.	You	should	watch	it.)	My	belief	is	true,
but	is	it	justified?	The	mere	fact	that	I	believe	it	cannot	make	me	justified	in
believing	 it.	After	 all,	many	 people	 believe	 all	 sorts	 of	 silly	 claims	without
any	justification.1	Moreover,	the	fact	that	my	claim	is	true	also	cannot	make
me	justified	in	believing	it,	since	I	might	believe	it	for	no	reason	or	for	a	very
silly	reason.	We	need	at	least	some	decent	justification,	reason,	or	evidence	in
order	to	be	justified.	One	way	for	me	to	become	justified	is	by	watching	the
film	so	 that	 I	gain	visual	evidence	from	my	own	eyes.	Even	if	 I	have	never
seen	 the	 film,	 I	might	 become	 justified	 in	 believing	my	 claim	by	 reading	 a
review	 that	 describes	 its	 plot.	 However,	 if	 I	 have	 never	 seen	 it	 and	 have
neither	heard	nor	read	any	reports	about	it,	then	it	is	hard	to	see	how	I	could
be	justified	in	believing	that	Lagaan	is	about	taxes	and	cricket	in	India.

If	I	do	have	evidence,	then	I	can	transform	that	evidence	into	the	form	of	an
argument.	 If	my	 belief	 is	 based	 on	 personal	 experience,	 then	my	 argument
might	be	as	simple	as	something	like	this:	“I	watched	the	film	Lagaan.	I	could
see	and	hear	that	it	was	about	taxes	and	cricket	in	India.	I	can	recognize	taxes,



cricket,	and	India	when	I	see	and	hear	about	them.	Therefore,	Lagaan	is	about
taxes	and	cricket	in	India.”	Alternatively,	if	I	did	not	see	it	but	read	about	it,
then	I	could	argue	like	this:	“Wikipedia	reports	that	Lagaan	is	about	taxes	and
cricket	in	India.	Wikipedia	usually	gets	such	facts	right.	Therefore,	Lagaan	is
about	taxes	and	cricket	in	India.”	Either	way,	I	am	justified	in	believing	that
Lagaan	 is	 about	 taxes	 and	 cricket	 in	 India	only	because	 I	 have	 information
that	could	be	built	into	some	argument	or	other	(although	I	might	not	need	to
formulate	any	argument	explicitly).	If	I	do	not	have	enough	evidence	for	any
argument	of	any	kind,	 then	 I	cannot	be	 justified	 in	believing	 that	Lagaan	 is
about	taxes	and	cricket	in	India.

Of	course,	each	of	these	arguments	has	premises	that	could	be	questioned.
My	appeal	 to	personal	experience	assumes	 that	 I	can	 tell	 cricket	 from	other
sports	and	that	I	did	not	mishear	or	misremember	what	was	said	in	the	movie.
However,	 I	 need	 some	 reason	 to	 assume	 that	 I	 can	 reliably	 detect	 cricket,
since	Lagaan	might	be	about	some	other	sport	that	I	have	never	heard	of	that
looks	a	lot	like	cricket.	I	also	need	a	reason	to	assume	that	I	can	tell	whether
the	movie	is	about	India	as	opposed	to	Pakistan,	Bangladesh,	or	Sri	Lanka,	for
example,	since	the	borders	have	changed,	and	I	am	no	expert	on	that	area	of
the	 world.	 Moreover,	 I	 need	 some	 reason	 to	 assume	 that	 my	 hearing	 and
memory	 are	 reliable	 in	 this	 case,	 since	 I	 sometimes	 misunderstand	 what
people	 say,	 and	my	memory	 is	 not	 perfect.	 Thus,	 I	 need	 several	 reasons	 to
back	 up	 the	 assumptions	 in	 my	 original	 argument.	 That	 requires	 other
arguments	with	 their	 own	premises,	 such	 as	 that	 I	watched	 the	 film	 several
times,	 the	 film	 mentions	 taxes,	 cricket,	 and	 India	 often,	 and	 I	 have	 made
mistakes	 only	 rarely	 when	 there	 is	 repetition	 like	 this.	 However,	 these
premises	still	could	be	questioned,	and	then	they	would	need	to	be	justified	by
yet	another	argument,	and	so	on.	If	this	regress	never	comes	to	an	end,	then	it
is	hard	to	see	how	I	could	ever	become	justified	in	believing	that	Lagaan	 is
about	 taxes	 and	 cricket	 in	 India.	 That	 result	 would	 be	 surprising	 and
upsetting.

This	 problem	 generalizes	 to	 all	 beliefs,	 according	 to	 philosophical
skeptics.2	 They	 assume	 that	 every	 premise	 needs	 to	 be	 justified	 by	 some
evidence,	 that	evidence	can	always	be	put	 into	 some	kind	of	argument,	 that
every	 argument	 needs	 premises,	 and	 that	 an	 argument	 cannot	 make	 its
conclusion	 justified	 unless	 its	 premises	 are	 justified.	 These	 plausible
principles	 together	 generate	 an	 infinite	 regress:	 premises	 need	 justification
that	 needs	 more	 premises	 that	 need	 more	 justification	 that	 needs	 more
premises	that	need	more	justification,	and	so	on	forever.	If	there	is	no	escape
from	 this	 regress,	 then	 how	 could	 anyone	 ever	 be	 justified	 in	 believing
anything?



WHAT	IF	WE	CAN’T	STOP?

The	challenge	here	 is	 to	show	(1)	how	any	claim	could	be	 justified	without
any	 evidence,	 or	 else	 (2)	 how	 a	 claim	 could	 be	 justified	 by	 evidence	 that
could	 not	 be	 put	 in	 the	 form	 of	 an	 argument,	 or	 else	 (3)	 how	 an	 argument
could	 justify	 its	 conclusion	 by	 appealing	 to	 premises	 that	 are	 not	 justified
themselves.	Philosophers	have	debated	for	centuries	about	whether	and,	if	so,
how	 this	challenge	can	be	met.	 I	personally	doubt	 that	 this	 regress	problem
has	 any	 general	 theoretical	 solution.3	 To	 some	 extent,	 then,	 skeptics	 are
correct	that	no	belief	is	justified	to	the	extent	and	in	the	way	that	they	require.

So	what?	What	does	this	show?	Some	conclude	that	arguments	can	never
accomplish	anything	at	all.	 In	my	opinion,	 they	are	far	 too	quick	to	jump	to
such	a	strong	conclusion.	Instead,	I	would	suggest	that	the	regress	shows	only
that	skepticism	arises	from	requiring	too	much.	To	avoid	skepticism,	we	just
need	to	moderate	our	desires,	hopes,	and	standards.4	We	need	to	learn	to	live
with	what	we	can	accomplish,	even	if	that	is	not	all	that	skeptics	might	have
wished.

Skeptics	are	not	satisfied	by	any	argument	unless	it	rules	out	every	contrary
possibility	 and	 convinces	 everyone.	 That	 is	 why	 they	 are	 never	 satisfied.
There	 is	 always	 some	 alternative	 that	 we	 cannot	 exclude.	 You	 might	 feel
certain,	for	example,	that	you	know	your	own	name,	but	how	can	you	rule	out
the	 possibility	 that,	 shortly	 after	 you	 were	 born,	 the	 hospital	 switched	 you
with	another	baby	who	had	a	different	name?5	You	might	refuse	to	take	this
alternative	 seriously,	 but	 that	 refusal	 does	 nothing	 to	 show	 that	 it	 is	 false.
Nonetheless,	we	can	still	accomplish	a	 lot	by	ruling	out	 the	alternatives	 that
we	and	our	audiences	are	able	to	take	seriously.

Do	 we	 need	 to	 convince	 everyone?	 No.	 After	 all,	 some	 people	 are
delusional,	 and	 they	can	 reject	our	premises	or	 refuse	 to	 listen	 to	us.	Fewer
people	 than	 we	 imagine	 are	 so	 immovable.	 Nonetheless,	 we	 cannot	 reach
everyone,	and	that	is	fine.

We	 can	 still	 accomplish	 a	 lot	 by	 appealing	 to	 premises	 that	 some	people
reject	but	most	people	accept,	especially	if	the	audience	whom	we	are	trying
to	reach	are	among	those	who	accept	our	premises.	Each	argument	needs	to
aim	 at	 an	 audience	 that	 is	 open	 to	 the	 argument	 in	 order	 to	 succeed	 in
reaching	them.

To	 illustrate	 how	 to	 limit	 our	 target	 in	 political	 arguments,	 let’s
simplistically	 and	 artificially	 divide	 the	 political	 spectrum	 into	 thirds.	 The
most	 extreme	 third	 on	 the	 left	will	 probably	 question	 some	 premise	 in	 any
argument	 for	a	conservative	policy.	 In	 return,	 the	most	extreme	 third	on	 the
right	 will	 probably	 question	 some	 premise	 in	 any	 argument	 for	 a	 liberal



policy.	These	extremes	will	be	unreachable	by	any	argument	 from	the	other
side,	 even	 if	 they	 take	 time	 to	 listen.	 Despite	 these	 limitations,	 however,
arguments	 can	 still	 achieve	 moderate	 goals	 by	 aiming	 at	 the	 third	 in	 the
middle	of	the	political	spectrum.

This	middle	third	is	more	willing	to	listen	and	to	try	to	understand	us,	and	it
does	 not	 reject	 common-sense	 assumptions.	 One	 recent	 study6	 found	 that
people	who	held	extreme	positions	on	both	sides	of	the	climate	change	debate
updated	 their	 views	 only	 with	 respect	 to	 information	 that	 supported	 their
positions	 and	 not	 with	 respect	 to	 information	 that	 conflicted	 with	 their
position.	That	is	the	bad	news.	The	good	news	is	that	moderates	in	the	same
debate	 updated	 their	 views	 in	 light	 of	 information	 on	 both	 sides.	 They
responded	to	evidence	of	all	kinds.	If	this	trend	extends	to	other	debates,	then
some	 arguments	 can	 reach	 this	 middle	 third	 by	 using	 premises	 that	 they
accept,	 even	 if	 some	 extremists	 reject	 those	 premises.	 And	 reaching	 the
middle	third	is	usually	enough	to	sway	an	election,	if	we	are	lucky,	and	then
this	 moderate	 audience	 matters.	 In	 this	 way,	 arguments	 can	 often	 achieve
important	practical	goals,	even	if	these	practical	goals	are	limited,	and	even	if
there	is	no	general	theoretical	reply	to	the	challenge	of	the	skeptical	regress.

HOW	CAN	WE	STOP?

We	still	need	to	figure	out	how	to	reach	limited	audiences	with	premises	that
they	 do	 not	 reject.	 In	 other	 words,	 we	 need	 regress	 stoppers	 for	 real	 life.
Luckily,	our	language	already	supplies	tools	for	this	purpose.	There	are	four
main	 categories	 of	 regress	 stoppers:	 guarding,	 assuring,	 evaluating,	 and
discounting	 terms.	These	 groups	 of	words	 can	 be	 seen	 as	 offering	 different
ways	to	handle	potential	objections.

Guarding

Our	 first	 way	 to	 stop	 the	 regress	 is	 to	 weaken	 premises.	 To	 see	 how	 this
works,	imagine	that	you	own	a	house	in	a	low-lying	area.	A	visiting	insurance
agent	argues,	“You	should	buy	a	flood	insurance	policy,	because	all	houses	in
low-lying	 areas	 are	 destroyed	 by	 floods.”	 This	 argument	 is	 easy	 to	 refute,
because	its	premise	is	false:	It	is	not	true	that	all	houses	in	low-lying	areas	are
destroyed	 by	 floods.	 Some	 survive.	 To	 guard	 against	 this	 objection,	 the
insurance	 agent	 can	weaken	 the	 premise	 to	 this:	 Some	 houses	 in	 low-lying
areas	 are	 destroyed	 by	 floods.	 Now	 this	 guarded	 premise	 is	 true,	 but	 the
argument	 runs	 into	 another	 problem:	 its	 premise	 is	 too	weak	 to	 support	 its
conclusion.	If	only	one	house	in	a	million	in	a	low-lying	area	is	destroyed	by
a	 flood,	 then	 some	 are,	 but	 not	 enough	 to	 justify	 spending	money	on	 flood
insurance.	What	the	insurance	agent	needs	is	a	middle	path	between	a	premise



that	 is	 too	 strong	 to	 defend	 (“all”)	 and	 another	 premise	 that	 is	 too	weak	 to
support	 the	 conclusion	 (“some”).	Here’s	 one	 intermediate	 possibility:	Many
houses	 in	 low-lying	areas	are	destroyed	by	floods.	This	premise	seems	both
true	 and	 strong	 enough	 to	 provide	 some	 reason	 to	 buy	 flood	 insurance.	Of
course,	 the	 term	 “many”	 is	 too	 vague	 to	 specify	 how	 strong	 this	 reason	 is
(which	affects	how	much	you	should	spend	on	flood	insurance).	Nonetheless,
the	 move	 from	 “all”	 to	 “many”	 improves	 the	 argument	 by	 avoiding	 some
initial	objections.

The	 same	 goal	 can	 be	 achieved	 by	 admitting	 uncertainty.	 Instead	 of
claiming	that	your	house	definitely	will	be	destroyed	by	a	flood,	the	insurance
agent	could	say	this:	“You	should	buy	a	flood	insurance	policy,	because	your
house	might	 be	 destroyed	by	 a	 flood.”	However,	 the	 fact	 that	 there	 is	 some
possibility	of	a	flood	is	hardly	enough	to	justify	buying	flood	insurance.	If	it
were,	 then	 we	 would	 also	 have	 to	 buy	 meteor	 insurance,	 since	 any	 house
might	 be	 destroyed	 by	 a	meteor.	A	persistent	 insurance	 agent	 could	 try	 this
premise	in	the	middle:	Your	house	has	a	significant	chance	of	being	destroyed
by	 a	 flood.	The	 vagueness	 in	 the	 term	 “significant”	 raises	 questions,	 but	 at
least	it	makes	the	premise	easier	to	defend	and	still	strong	enough	to	provide
some	reason	for	the	conclusion.

These	simple	examples	illustrate	how	guarding	terms	work.	To	change	the
premise	from	“all”	to	“many”	(or	“most”)	or	“some”	or	from	“definitely”	to
“possibly”	or	“significant	chance”	(or	“probably”	or	“likely”)	is	to	guard	the
premise.	 Other	 ways	 to	 guard	 premises	 include	 self-description,	 as	 in	 “I
believe	 (or	 think	or	 suspect	 or	 fear)	 that	 your	 house	will	 be	destroyed	by	 a
flood,”	since	to	object	 to	 this	claim	about	my	own	mental	state	would	be	to
deny	that	the	speaker	believes	what	he	says	he	believes.	How	could	we	deny
that?	 The	 purpose	 of	 all	 such	 guarding	 terms	 is	 to	 make	 premises	 less
vulnerable	 to	 objections	 and	 thereby	 to	 turn	 bad	 arguments	 into	 better
arguments	and	to	stop	the	regress	of	reasons.

Despite	 their	 usefulness,	 guarding	 terms	 can	 be	 misused.	 One	 common
trick	is	to	introduce	but	then	drop	a	guarding	term.	An	insurance	agent	might
argue,	“A	flood	might	destroy	your	house.	That	would	be	horrible.	Just	think
of	your	cherished	possessions.	Your	family	could	incur	huge	medical	bills	and
would	 have	 to	 live	 elsewhere	 until	 you	 find	 a	 new	 home.	 In	 that	 case,	 our
flood	insurance	policy	will	pay	all	of	 those	expenses.	Those	costs	add	up	to
much	more	 than	 the	 price	 of	 flood	 insurance.	 So	 flood	 insurance	 is	 a	 good
deal.”	What	 happened	 here?	 At	 the	 end,	 the	 insurance	 agent	 compares	 the
costs	of	a	 flood	destroying	your	house	 to	 the	price	of	 flood	 insurance.	That
comparison	 is	 relevant	 if	 your	 house	 will	 in	 fact	 be	 destroyed	 by	 a	 flood.
However,	 the	opening	premise	claimed	only	 that	a	flood	might	destroy	your



house.	If	 there	is	only	a	minute	chance	that	a	flood	will	destroy	your	house,
then	the	costs	of	such	destruction	would	need	to	be	many	times	more	than	the
price	 of	 flood	 insurance	 in	 order	 to	 make	 insurance	 worth	 the	 cost.	 The
insurance	agent	has	tried	to	hide	this	obvious	point	by	dropping	the	guarding
term.	Watch	out	for	this	trick.

Another	 trick	 is	 to	 omit	 quantifiers	 entirely.	 People	 often	 say	 things	 like,
“Houses	 in	 low	 areas	 are	 destroyed	 by	 floods.”	 Does	 this	 mean	 all,	 some,
many,	or	most	houses?	If	it	means	all	houses,	then	it	is	false.	If	it	means	only
some	houses,	then	it	is	true,	but	not	enough	to	support	buying	insurance.	If	it
means	 many	 houses,	 then	 it	 is	 vague.	 Which	 is	 it?	 Until	 we	 know	 more
precisely	 what	 this	 premise	 claims,	 we	 cannot	 determine	 whether	 the
argument	 around	 it	works.	When	 someone	 tries	 to	 pull	 this	 trick,	 your	 best
reply	is	usually:	What	do	you	mean:	all,	some,	many,	or	most?

Let’s	apply	this	 lesson	to	a	controversial	political	example.	In	early	2017,
the	United	States	 stopped	 issuing	visas	 to	people	 from	six	Muslim-majority
countries:	Iran,	Libya,	Somalia,	Sudan,	Syria,	and	Yemen.	Although	the	list	of
countries	was	modified	 later	 in	2017,	 let’s	ask	what	kind	of	argument	could
support	the	original	travel	ban.

One	common	premise	 is	 simple:	Muslims	are	 terrorists.	But	what	exactly
does	this	mean?	This	premise	is	too	vague	to	assess	until	we	specify	whether
it	refers	to	all,	some,	many,	or	most	Muslims.

The	 first	 possibility	 suggests	 this	 argument:	 “All	 Muslims	 are	 terrorists.
Everyone	from	these	six	countries	is	Muslim.	Therefore,	everyone	from	these
countries	is	a	terrorist.”	This	argument	is	obviously	so	bad	that	nobody	ever
presents	 it	 like	 this.	 Even	 the	most	 ardent	 defender	 of	 the	 ban	 realizes	 that
some	 people	 from	 these	 countries	 are	 not	Muslims,	 and	most	Muslims	 (as
well	as	most	visa	applicants)	from	these	countries	are	not	terrorists.

How	can	we	fix	this	argument	with	a	guarding	term?	One	way	is	to	weaken
the	 premise	 from	 “All	 Muslims	 are	 terrorists”	 to	 “Some	 Muslims	 are
terrorists.”	This	premise	is	easier	to	defend	than	the	claim	that	all	Muslims	are
terrorists.	However,	now	it	is	too	weak	to	support	the	conclusion.	If	we	start
the	argument	with	“Some	Muslims	are	terrorists,”	then	the	premises	will	not
be	enough	to	support	a	ban	on	all	people	from	these	countries.	How	can	we
justify	 banning	 some	 political	 refugees	 who	 are	 not	 terrorists	 just	 because
they	happen	to	live	in	a	country	where	some	other	people	are	terrorists?	We
need	more	 justification	 for	 a	ban	on	 the	whole	 country,	 so	 this	premise	has
been	guarded	too	much.

As	with	insurance,	what	we	need	is	a	middle	path	between	a	premise	that	is
too	strong	to	defend	and	one	that	is	too	weak	to	justify	the	conclusion.	What



about	 “Many	 Muslims	 are	 terrorists”?	 Is	 that	 premise	 strong	 enough	 to
support	a	ban	on	everyone	from	these	countries?	I	do	not	see	how.	One	simple
reason	is	that,	even	if	many	Muslims	are	terrorists,	 it	still	might	be	true	that
no	terrorists	come	from	these	six	countries.	So	at	least	we	need	a	premise	like
“Many	 Muslims	 in	 each	 of	 these	 countries	 are	 terrorists.”	 Now,	 is	 that
enough?	Not	yet,	partly	because	the	term	“many”	is	so	vague.	Ten	thousand
terrorists	 is	many	 terrorists.	That	means	 that,	 if	 ten	million	people	 live	 in	 a
country,	 and	 ten	 thousand	 are	 terrorists,	 many	 people	 in	 that	 country	 are
terrorists	even	though	only	one	in	a	thousand	is	a	terrorist.	If	we	refuse	visas
to	everyone	from	that	country	on	the	grounds	that	“many”	are	terrorists,	then
we	ban	999	non-terrorists	for	every	one	real	terrorist.

Maybe	another	kind	of	guarding	 term	will	work.	 It	 is	 true	 that	every	visa
applicant	from	any	of	these	countries	might	be	a	terrorist.	However,	it	is	also
true	that	anyone	from	any	country	might	be	a	terrorist.	There	is	always	some
possibility,	so	a	premise	with	the	guarding	term	“might”	cannot	justify	a	ban
on	these	countries	without	also	justifying	a	ban	on	all	other	countries.	Next,
defenders	 of	 the	 travel	 ban	 could	 try	 this	 premise:	 “There	 is	 a	 significant
chance	 (or	 too	 much	 chance)	 that	 any	 visa	 applicant	 from	 any	 of	 these
countries	 is	 a	 terrorist.”	 However,	 some	 visa	 applicants	 have	 evidence	 that
they	are	fleeing	terrorism,	so	it	is	not	clear	why	there	is	a	significant	chance
that	 these	 particular	 applicants	 are	 terrorists.	But	 then	 that	 guarded	 premise
seems	false.

Thus,	 it	 is	 hard	 to	 see	 how	 guarding	 in	 these	 ways	 could	 save	 this
argument.	 Indeed,	 the	 fact	 that	 this	 argument	 is	 so	dubious	 should	make	us
wonder	whether	this	argument	is	what	proponents	of	a	travel	ban	really	have
in	mind.	If	we	want	to	make	fun	of	them,	we	might	put	such	words	into	their
mouths.	But	if	we	really	want	to	understand	them	and	their	position,	then	we
need	to	try	to	look	at	the	issue	from	their	perspective.

What	other	argument	could	they	have	in	mind?	One	answer	is	suggested	by
asking	why	these	six	countries	were	singled	out.	It	cannot	be	simply	that	they
have	Muslim	majorities,	 since	many	other	countries	with	Muslim	majorities
were	not	on	the	list.	(Two	non-Muslim	majority	countries—North	Korea	and
Venezuela—were	 added	 to	 the	 ban	 later	 in	 2017.)	 Instead,	 defenders	 of	 the
ban	 claim	 that	 these	 countries’	 governments	 are	weak,	 corrupt,	 and	 chaotic,
which	 makes	 it	 easy	 for	 terrorists	 to	 obtain	 false	 documents.	 Without
trustworthy	evidence,	border	officials	cannot	tell	which	visa	applicants	from
these	countries	are	terrorists.	If	even	one	in	a	thousand	of	those	applicants	are
terrorists,	and	if	we	have	no	reliable	way	to	tell	which	ones	they	are,	then	it	is
dangerous	 to	 issue	 visas	 to	 any	 of	 them.	 Whether	 it	 is	 too	 dangerous	 is
another	 issue,	 but	 there	 is	 surely	 some	 danger	 in	 issuing	 visas	 without



adequate	 evidence	of	 safety.	 If	 this	 is	 the	problem,	 then	 there	 is	 no	need	 to
guard	 the	 premise	 by	 moving	 from	 “all”	 to	 “some”	 or	 “many”	 or	 from
“definitely”	to	“possibly.”	The	issue	here	is	not	the	number	of	terrorists	or	the
probability	in	a	specific	case	but	the	unreliability	of	information	about	which
visa	applicants	are	terrorists.	That	lack	of	trust	in	available	evidence	explains
why	defenders	 of	 the	ban	want	 extreme	vetting	 in	 all	 doubtful	 cases,	 and	 a
complete	ban	when	the	political	situation	makes	extreme	vetting	insecure	or
impossible.

I	am	not,	of	course,	saying	or	suggesting	that	this	argument	is	good	or	that
it	 is	 bad.	 Evaluation	 is	 a	 separate	 task	 for	 later	 chapters,	 and	 it	 requires
detailed	factual	information	about	the	particular	case.	Here	I	am	merely	trying
to	 determine	 which	 argument	 lies	 behind	 the	 travel	 ban	 so	 that	 I	 can
understand	 why	 good	 and	 reasonable	 people	 support	 it	 and	 so	 that	 I	 can
appreciate	their	reasons,	learn	from	them,	and	figure	out	how	to	compromise
with	 them.	 I	 suspect	 that	 at	 least	 some	 supporters	 of	 the	 ban	 have	 in	mind
something	like	this	argument	about	trusting	sources,	but	other	ban	supporters
probably	have	in	mind	very	different	arguments.	If	so,	then	we	need	to	figure
out	what	their	other	arguments	are	and	then	try	to	learn	from	them	and	work
with	them.

Assuring

The	issue	of	trust	is	addressed	directly	by	a	second	way	to	head	off	questions
and	objections.	Suppose	that	you	wonder	whether	Sharif	likes	you,	and	I	want
to	convince	you	 that	he	does.	 I	might	 say,	“I	assure	you	 that	he	 likes	you	a
lot.”	 It	would	 be	 impolite	 or	 at	 least	 uncomfortable	 for	 you	 to	 reply,	 “Your
assurances	 are	 no	 good,	 because	 I	 do	 not	 trust	 you.”	 Thus,	 my	 assurance
prevents	you	from	objecting	to	what	I	say.	But	notice	that	I	did	not	give	any
particular	reason	or	evidence	for	my	claim	that	Sharif	likes	you.	I	did	not	say
that	he	told	me	that	he	likes	you,	that	I	overheard	him	praising	you	or	saw	him
acting	as	 if	he	 likes	you,	or	 that	 a	mutual	 friend	 reported	 such	 things	about
Sharif.	When	 I	 say,	 “I	 assure	 you	 that	 he	 likes	 you,”	 I	 suggest	 that	 I	 have
some	reason	for	assuring	you,	but	I	do	not	openly	specify	what	that	reason	is.
As	a	result,	you	have	no	particular	reason	to	object	to.	I	also	avoid	saying	how
strong	 the	 reason	 is	 and	 how	 trustworthy	 the	 sources	 are.	By	 specifying	 so
little,	my	claim	or	premise	becomes	 less	objectionable	and	easier	 to	defend.
That	is	how	assurance	stops	the	argument	and	avoids	a	regress.

Instead	of	saying,	“I	assure	you,”	I	could	say,	“I	am	sure”	or	“Surely,”	“I
am	certain”	or	“Certainly,”	“I	have	no	doubt”	or	“Undoubtedly,”	“There	is	no
question”	or	“Unquestionably,”	“Obviously,”	“Definitely,”	“Absolutely,”	“As
a	matter	of	 fact,”	 and	 so	on.	All	 such	assuring	 terms	 suggest	 that	 there	 is	 a



reason	 for	 a	 claim	 without	 specifying	 what	 that	 reason	 is.	 They	 thereby
prevent	the	audience	from	asking	for	any	more	justification	of	the	claim.

Assurances	 are	 perfectly	 fine	 in	 many	 cases.	 Some	 premises	 really	 are
obvious,	and	sometimes	opponents	agree	on	certain	premises	as	well	as	on	the
reliability	 of	 certain	 sources	 of	 information.	 It	 makes	 sense	 to	 say	 that
evidence	 and	 experts	 support	 a	 claim	 without	 specifying	 any	 particular
evidence	or	experts	in	situations	where	it	would	be	pointless	or	distracting	to
go	into	more	detail.	Assurances	can	save	time.

Despite	 these	 legitimate	 uses,	 assuring	 terms	 can	 also	 be	 misused.	 One
common	trick	is	abusive	assuring.	People	often	resort	to	excesses	like	these:
“You	would	have	 to	be	blind	not	 to	 see	 that	…	 ,	”	“Everybody	who	knows
anything	knows	 that	…	,	”	or	 (in	 the	opposite	direction)	“Only	a	naïve	 fool
would	be	deluded	into	imagining	that	…	.	”	Whenever	people	turn	to	abusive
assurances	 like	 these,	 you	 should	wonder	why	 they	 adopted	 such	 desperate
incivility	instead	of	giving	evidence	for	their	claim.

Another	trick	is	to	allude	to	some	source—authority	or	evidence—that	you
know	your	 audience	would	 reject	without	 admitting	 that	you	are	 relying	on
this	dubious	source.	Disputed	reasons	cannot	resolve	disputes.	Imagine	that	a
liberal	watches	a	liberal	news	show	(such	as	MSNBC)	and	says	“Of	course,
the	president	colluded	with	our	enemies”	or	“Anybody	who	keeps	up	with	the
news	 knows	 that.”	 These	 assuring	 terms	 do	 not	 explicitly	 mention	 the
particular	news	source,	so	conservative	opponents	cannot	object	to	this	claim
by	criticizing	 its	particular	 source.	The	same	point	applies	 to	a	conservative
who	watches	conservative	news	(such	as	Fox)	and	says,	“Only	a	dupe	of	fake
news	[or	the	mainstream	media]	would	accuse	the	president	of	colluding	with
our	enemies.”	When	assuring	 terms	are	used	on	both	 sides	 to	 refer	 to	news
sources	 that	 opponents	 reject,	 these	 assuring	 terms	 silence	 reasons	 on	 both
sides	 because	 neither	 can	 discuss	 the	 reliability	 of	 unnamed	 sources.	 Such
assuring	terms	stop	argument,	but	they	stop	it	too	early.

Let’s	apply	 these	 lessons	 to	 the	United	States	 travel	ban	discussed	above.
Imagine	a	visa	applicant	from	Somalia	or	Yemen	who	says,	“I	assure	you	that
I	am	not	a	terrorist.”	An	official	whose	job	is	to	issue	visas	would	have	reason
to	doubt	this	assurance,	since	it	is	exactly	what	a	terrorist	would	say.	But	then
suppose	an	observer	(perhaps	another	official	or	visa	applicant)	says,	“She	is
unquestionably	only	trying	to	escape	war	and	terrorism.”	A	visa	official	might
trust	this	observer,	but	the	rules	might	require	reliable	documentation.	Even	if
the	observer	assures,	“There	 is	plenty	of	evidence	 that	 this	visa	applicant	 is
safe,”	the	official	would	be	well	within	his	rights	to	ask	to	see	that	evidence.
Then	 suppose	 the	 visa	 applicant	 produces	 what	 looks	 like	 an	 official
document.	 Now	 the	 other	 side	 can	 resort	 to	 assurances.	 The	 official	 might



reply,	“That	document	is	clearly	unreliable.	We	know	that	documents	like	this
are	 for	 sale	 on	 the	 streets	 of	 this	 country,	 and	 terrorists	 undoubtedly	 buy
them.”	 These	 assurances	 give	 some	 reason	 for	 turning	 down	 the	 visa
application,	even	though	they	do	not	say	why	the	unreliability	is	clear	or	why
the	official	knows	about	 the	sales	and	has	no	doubts	 that	 terrorists	buy	fake
documents.	 That	 non-specificity	 leaves	 the	 visa	 applicant	 with	 no	 way	 to
respond	to	the	official’s	skepticism.

The	problem	is	that	assurances	work	only	in	a	context	of	trust.	If	you	tell
me	that	you	are	certain,	and	if	I	trust	you,	then	I	might	agree	without	needing
to	ask	why	you	are	certain.	But	if	I	do	not	trust	you,	then	I	will	not	be	swayed
by	your	assurance	that	you	are	confident	or	certain.	Polarization	often	creates
such	 lack	 of	 trust,	 so	 it	 undermines	many	 attempts	 to	 share	 reasons,	which
breeds	even	more	polarization.

Evaluating

A	 third	way	 to	 stop	 arguments	 is	 to	 use	 evaluative	 or	 normative	 language.
Philosophers	 have	wrangled	 for	 centuries	 about	 the	meanings	 of	 evaluative
words	 like	 “good”	 and	 “bad”	 as	 well	 as	 normative	 words	 like	 “right”	 and
“wrong.”	I	will	not	try	to	describe	or	contribute	to	those	general	debates	here.
I	will	only	 try	 to	 show	how	evaluative	 language	helps	 to	 stop	arguments	 in
much	the	same	way	as	assuring.

One	venerable	tradition	suggests	that	to	call	something	good	is	to	say	that	it
meets	the	relevant	standards.7	An	apple	is	good	when	it	is	crunchy	and	tasty.
A	 car	 is	 good	when	 it	 is	 roomy	and	 efficient	 (as	well	 as	 pretty,	 responsive,
inexpensive,	 and	 so	 on).	 The	 standards	 for	 good	 apples	 are	 very	 different
from	the	standards	for	good	cars,	but	each	is	good	when	it	meets	the	standards
that	are	relevant	to	a	thing	of	its	own	kind.	Similarly,	to	call	something	bad	is
to	 say	 that	 it	 fails	 to	meet	 the	 relevant	 standards.	Bad	 apples	 are	mushy	 or
bland,	whereas	cramped	gas	guzzlers	are	bad	cars.

The	 terms	 “good”	 and	 “bad”	 can	 apply	 to	 almost	 anything,	 but	 other
evaluative	terms	are	more	specialized.	A	bargain	has	a	good	price.	A	beautiful
painting	looks	good.	A	catchy	tune	has	a	good	melody.	A	courageous	person
is	good	at	facing	danger.	An	honest	person	tells	the	truth	when	it	is	good	to	do
so	 (but	 can	 remain	 silent	 when	 that	 is	 better).	 Such	 terms	 are	 evaluative
because	 they	cannot	be	explained	or	defined	adequately	without	referring	 to
what	is	good	and	thereby	to	some	relevant	standards.

Speakers	 often	 use	 terms	 for	 evaluation	 even	 when	 those	 words	 are	 not
evaluative	 in	 themselves.	 If	 I	 say	 that	my	 child	 died,	 I	 surely	 evaluate	 this
death	as	bad,	but	all	I	say	explicitly	is	that	this	death	occurred.	I	do	not	openly



call	 it	 bad,	 and	 I	 can	define	when	a	death	occurs	without	 implying	 that	 the
death	is	bad.	Hence,	the	word	“death”	is	not	by	itself	an	evaluative	word,	even
though	 death	 is	 bad.	 Similarly,	 to	 call	 someone	 liberal	 is	 not	 in	 itself	 an
evaluative	 word,	 even	 though	 conservatives	 sometimes	 criticize	 their
opponents	by	calling	them	liberal.	Liberals	are	proud	to	be	liberals,	so	they	do
not	 see	 this	 word	 as	 a	 negative	 evaluation.	 To	 call	 someone	 liberal	 is,
therefore,	only	to	describe	that	person’s	political	views	and	is	not	to	say	that
the	 person	 meets	 or	 fails	 to	 meet	 any	 evaluative	 or	 normative	 standards.
Hence,	 words	 like	 “liberal”	 and	 “conservative”	 are	 not	 intrinsically
evaluative.

Let’s	apply	 this	point	 to	our	previous	example	of	 the	United	States	 travel
ban.	Its	defenders	will	say	that	it	is	dangerous	to	issue	visas	to	citizens	of	Iran,
Libya,	 Somalia,	 Sudan,	 Syria,	 and	 Yemen.	What	 does	 it	 mean	 to	 call	 this
dangerous?	It	seems	to	mean	that	it	is	too	risky.	But	what	makes	it	too	risky
instead	of	just	risky?	This	additional	word	seems	to	mean	that	it	exceeds	the
standards	 of	 acceptable	 risk.	 That	 appeal	 to	 standards	 shows	why	 the	 term
“dangerous”	is	a	hidden	evaluation.	The	same	applies	on	the	other	side	of	this
debate.	Opponents	of	the	travel	ban	argue	that	it	is	safe	to	issue	visas	to	some
applicants	from	these	six	countries.	Do	they	mean	that	this	creates	no	risk	at
all?	That	would	be	obviously	implausible,	so	it	is	unlikely	that	they	mean	this.
What	 they	 mean	 instead	 is	 probably	 that	 issuing	 these	 visas	 meets	 the
standards	of	acceptable	risk.	It	is	not	too	risky.	Understanding	these	claims	in
terms	of	relevant	standards,	thus,	clarifies	the	issue.	The	disagreement	is	over
how	much	risk	 is	created	by	 issuing	visas	and	how	much	risk	 is	acceptable.
Locating	the	debate	in	this	way	will	not	resolve	it,	of	course,	but	it	helps	each
side	appreciate	the	other.

Now	we	 can	 see	how	evaluative	 language	 could	 stop	 skeptical	 regresses.
Recall	that	assuring	terms	claim	there	is	some	reason	without	specifying	any
particular	 reason,	 thereby	 avoiding	 objections	 to	 any	 particular	 reason.
Evaluation	works	like	that.	When	one	side	of	a	debate	calls	something	good,
they	say	 that	 it	meets	 the	 relevant	 standards.	They	do	not,	however,	 specify
what	those	standards	are.	Even	when	they	use	a	thick	term,	such	as	when	they
call	a	policy	“safe”	or	“dangerous,”	they	locate	a	general	kind	of	standard	but
still	 do	 not	 indicate	 precisely	 what	 that	 standard	 dictates.	 This	 vagueness
makes	 it	 harder	 for	 opponents	 to	 object,	 because	 they	 do	 not	 know	 which
standards	 to	 object	 to.	 In	 addition,	 evaluative	 language	 can	 create	 alliances
among	people	with	very	different	standards.	You	and	I	can	agree	that	a	route
to	our	destination	is	good,	even	if	you	call	 it	good	because	 it	 is	short,	and	I
call	 it	good	because	 it	has	beautiful	views.	You	and	 I	can	agree	 that	a	 fight
between	us	would	be	bad,	even	if	you	call	it	bad	because	it	is	bad	for	you,	and
I	 call	 it	 bad	 because	 it	 is	 bad	 for	 me.	 Thus,	 we	 can	 agree	 on	 evaluative



(1)

(2)

premises	in	an	argument,	even	if	we	accept	those	premises	on	very	different
standards.	That	agreement	can	obviate	any	need	to	ask	for	further	justification
of	these	premises,	so	it	can	provide	a	shared	starting	point	for	arguments.

Discounting

A	fourth	and	final	way	to	handle	objections	is	to	anticipate	and	defuse	them.	It
might	seem	odd	to	raise	new	objections	to	your	own	position.	Are	you	trying
to	refute	yourself?	However,	if	you	state	an	objection	and	respond	to	it	before
your	opponents	do,	 then	you	get	 to	 formulate	 that	objection	 in	 the	way	 that
you	want	 instead	of	 in	 the	way	 that	 they	would	prefer.	You	also	make	your
opponents	 reluctant	 to	 object	 to	 your	 premises,	 because	 their	 objection	will
seem	redundant	after	you	have	already	dealt	with	 that	 issue.	And	you	get	 to
discount	 this	 objection—that	 is,	 say	why	you	 think	 it	 does	 not	matter.	This
strategy	can	sometimes	bring	an	end	to	the	argument.

These	 functions	 are	 performed	 by	 discounting	 terms.	 Simple	 examples
abound	in	everyday	life.	Contrast	these	two	sentences:

Ramona	is	smart	but	boring.

Ramona	is	boring	but	smart.

The	difference	is	subtle	but	crucial:	Someone	who	says	(1)	probably	does	not
want	to	spend	time	with	Ramona,	because	she	is	boring.	In	contrast,	someone
who	says	(2)	probably	does	want	to	spend	time	with	Ramona,	because	she	is
smart.	What	comes	before	or	after	the	word	“but”	makes	all	the	difference.

This	asymmetry	arises	because	each	of	these	sentences	makes	three	claims.
First,	 both	 (1)	 and	 (2)	 imply	 that	Ramona	 is	 both	 smart	 and	boring.	 In	 this
way,	“but”	resembles	“and,”	though	it	adds	more.	Second,	discounting	terms
like	“but”	also	suggest	some	conflict	or	tension	between	the	two	claims.	I	can
say	 that	Ramona	 is	 strong	and	 tall,	but	 it	 sounds	odd	 to	say	 that	Ramona	 is
strong	but	tall,	since	there	is	no	conflict	between	being	strong	and	being	tall.
In	 contrast,	 there	 is	 a	 conflict	 or	 tension	 between	 being	 smart	 and	 being
boring,	 because	 her	 being	 smart	 is	 a	 reason	 to	 spend	 time	 with	 Ramona,
whereas	her	being	boring	is	a	reason	not	to	spend	time	with	Ramona.	Third,
sentences	 with	 discounting	 terms	 also	 indicate	 which	 side	 prevails	 in	 the
conflict.	The	word	“but”	suggests	that	the	claim	after	“but”	is	more	important
than	 the	claim	before	“but.”	That	 is	why	people	who	say	“Ramona	 is	 smart
but	 boring”	 do	not	want	 to	 spend	 time	with	Ramona,	 because	 they	 see	 her
being	boring	as	more	important	than	her	being	smart.	In	contrast,	people	who
say	 “Ramona	 is	 boring	 but	 smart”	 do	 want	 to	 spend	 time	 with	 Ramona,
because	 they	 see	 her	 being	 smart	 as	more	 important	 than	 her	 being	 boring.
This	third	claim	explains	the	difference	between	sentences	(1)	and	(2).



(3)

(4)

Other	 discounting	 terms	make	 the	 same	 three	 claims	 but	 in	 the	 opposite
direction.	 Consider	 a	 political	 example.	 Dilma	 Rousseff	 was	 president	 of
Brazil	from	2011	until	she	was	impeached	at	the	end	of	August	2016.	During
July	 2016,	 while	 Rousseff	 was	 still	 in	 the	 process	 of	 being	 impeached,	 a
Brazilian	might	say:

Although	Rousseff	is	the	president	of	our	country,	she	is	corrupt.

Although	Rousseff	is	corrupt,	she	is	the	president	of	our	country.

These	 sentences	claim	 that	Rousseff	 is	both	president	 and	corrupt,	 and	 they
suggest	some	tension	between	those	claims.	Her	being	president	is	a	reason	to
respect	Rousseff,	but	her	being	corrupt	is	a	reason	not	to	respect	Rousseff.	In
addition,	the	term	“although”	usually	indicates	that	what	comes	immediately
after	it	 is	 less	 important	than	the	claim	in	the	connected	clause.	That	is	why
someone	who	says	(3)	with	the	right	intonation	suggests	that	we	do	not	owe
respect	to	Rousseff,	because	of	her	corruption.	In	contrast,	someone	who	says
(4)	 with	 the	 right	 intonation	 suggests	 that	 we	 do	 owe	 respect	 to	 Rousseff,
because	 she	 is	 the	 president	 of	 our	 country.	 The	 placement	 of	 the	 claims
reveals	the	speaker’s	priorities.

These	 two	 patterns	 recur	 in	 other	 discounting	 terms,	 including	 “though,”
“even	 though,”	 “even	 if,”	 “while,”	 “whereas,”	 “however,”	 “yet,”	 “still,”
“nevertheless,”	and	“nonetheless.”	All	of	these	terms	imply	both	of	the	claims
that	 they	 connect,	 suggest	 a	 conflict	 between	 those	 claims,	 and	 rank	 those
claims	in	importance	to	the	issues	at	hand.

Arguers	often	use	discounting	terms	to	protect	and	support	their	premises.
They	might	say	something	like,	“You	should	let	Rousseff	speak.	Although	her
critics	 might	 object	 that	 she	 is	 corrupt,	 she	 is	 still	 president.”	 The	 second
sentence	responds	to	the	critics’	objection	to	letting	her	speak	and	also	adds	a
premise	(“She	is	president”)	to	support	the	conclusion	that	you	should	let	her
speak.	Raising	the	objection	and	responding	to	it	make	critics	more	reluctant
to	object	to	your	premises,	so	it	can	sometimes	stop	an	argument.

Let’s	 apply	 this	 lesson	 to	 our	 continuing	 example	 of	 the	 United	 States
travel	ban.	Defenders	of	the	travel	ban	might	say,	“Sure,	most	Muslims	from
those	six	countries	are	not	terrorists,	but	we	cannot	tell	which	ones	are.”	This
sentence	 heads	 off	 the	 objection	 that	 the	 ban	mistakenly	 assumes	 that	most
Muslims	 from	 those	 countries	 are	 terrorists	 since	 defenders	 of	 the	 ban	 just
explicitly	denied	 that	assumption.	On	the	other	side,	opponents	of	 the	 travel
ban	might	 say,	 “Admittedly,	we	 cannot	 always	 trust	 local	 documents	 or	 be
sure	who	is	a	terrorist,	but	extreme	vetting	will	make	some	cases	clear.”	This
sentence	explains	why	(and	thereby	admits	that)	it	is	difficult	to	tell	who	is	a
terrorist,	so	it	heads	off	an	imagined	objection	that	opponents	of	the	ban	are



so	naïve	as	 to	assume	 that	 it	 is	easy	 to	 tell	who	 is	a	 terrorist.	Both	cases	of
discounting	here	prevent	a	potential	misinterpretation	and	thereby	increase	the
chances	 of	mutual	 understanding	 and	 productive	 discussion.	By	mentioning
both	the	objection	and	the	response,	these	sentences	bring	to	light	reasons	on
both	sides	of	the	issue.	The	resulting	awareness	of	competing	considerations
can	 increase	 the	odds	of	 finding	a	 compromise	 that	 satisfies	 the	parties	 and
the	reasons	on	both	sides.	This	is	another	way	in	which	discounting	objections
can	improve	arguments.

HOW	CAN	WORDS	WORK	TOGETHER?

We	 have	 encountered	 ways	 to	 introduce	 arguments	 (argument	 markers)	 as
well	 as	 ways	 to	 stop	 arguments	 (guarding,	 assuring,	 evaluating,	 and
discounting	terms).	Each	of	these	bits	of	language	is	fascinating	and	complex.
There	is	a	lot	more	to	learn	about	them	and	from	them.	The	best	way	to	learn
more	is	to	practice	identifying	these	words	in	real	arguments.	That	is	the	goal
of	close	analysis.

As	an	illustration,	we	will	work	slowly	and	carefully	through	one	extended
example.	 It	 comes	 from	 an	 advertisement	 for	 Equal	 Exchange	 fair	 trade
coffee.8	 Let’s	 begin	 by	 reading	 the	 whole	 advertisement	 to	 see	 its	 overall
structure:
It	 may	 be	 a	 little	 early	 in	 the	 morning	 to	 bring	 this	 up,	 but	 if	 you	 buy	 coffee	 from	 large
corporations,	you	are	inadvertently	maintaining	the	system	which	keeps	small	farmers	poor	while
lining	the	pockets	of	rich	corporations.	By	choosing	Equal	Exchange	coffee,	you	can	help	to	make
a	change.	We	believe	in	trading	directly	with	small	farming	cooperatives	at	mutually	agreed-upon
prices	with	 a	 fixed	minimum	 rate.	 Then,	 should	 the	 coffee	market	 decline,	 the	 farmers	 are	 still
guaranteed	a	fair	price.	So	have	a	cup	of	Equal	Exchange	coffee	and	make	a	small	farmer	happy.
Of	course,	your	decision	to	buy	Equal	Exchange	need	not	be	completely	altruistic.	For	we	take	as
much	 pride	 in	 refining	 the	 taste	 of	 our	 gourmet	 coffees	 as	 we	 do	 in	 helping	 the	 farmers	 who
produce	 them.	 For	 more	 information	 about	 Equal	 Exchange	 or	 to	 order	 our	 line	 of	 gourmet,
organic,	and	shade-grown	coffee	directly,	call	1	800	406	8289.

To	perform	a	close	analysis	of	this	passage,	we	need	to	identify	its	argument
markers	as	well	as	 its	guarding,	assuring,	discounting,	and	evaluating	terms.
That	exercise	will	reveal	its	central	arguments.

The	second	word	is	already	worthy	of	comment.	Why	do	the	authors	say,
“It	may	be	a	little	early	in	the	morning	to	bring	this	up”	instead	of	“It	is	a	little
early	 in	 the	 morning	 to	 bring	 this	 up”?	 Because	 readers	 might	 see	 this
advertisement	at	any	time	in	the	day.	If	they	see	it	in	the	evening,	then	it	is	not
true	 that	 it	 is	 early	 in	 the	morning.	 To	 avoid	 starting	with	 a	 falsehood,	 the
authors	deploy	the	guarding	term	“may.”	The	fifth	word	“little”	also	seems	to
guard	against	the	objection	that	it	is	not	much	too	early.	In	any	case,	this	kind
of	guarding	 is	 a	bit	unusual,	because	 this	 sentence	 is	not	part	of	 the	central
argument.	The	main	point	does	not	depend	on	what	time	of	day	the	article	is



read.

The	 next	 noteworthy	 word	 is	 “but.”	 We	 saw	 that	 “but”	 is	 a	 paradigm
discounting	 term.	What	does	 it	 discount	 here?	That	 is	 not	 completely	 clear,
but	 one	 interpretation	 is	 plausible.	 The	 rest	 of	 the	 sentence	 begins	 the
argument,	as	we	will	 see,	and	 that	argument	 is	quite	 serious.	 It	will	 suggest
that	buying	the	wrong	kind	of	coffee	harms	needy	victims.	That	 issue	is	 too
heavy	 for	 most	 people	 to	 discuss	 while	 they	 are	 still	 waking	 up	 in	 the
morning.	 Consequently,	 many	 people	 are	 likely	 to	 object	 to	 having	 this
argument	 brought	 up	while	 they	 are	 drinking	 their	 first	 cup	 of	 coffee.	 The
term	“but”	anticipates	 this	objection	and	indicates	 that	what	follows	is	more
important.

What	 follows	 is	an	 if-then	sentence	also	called	a	conditional:	“if	you	buy
coffee	from	large	corporations,	you	are	inadvertently	maintaining	the	system
which	 keeps	 small	 farmers	 poor	 while	 lining	 the	 pockets	 of	 rich
corporations.”	Notice	that	the	authors	do	not	accuse	people	of	buying	coffee
from	large	corporations	or	of	maintaining	the	system	that	keeps	small	farmers
poor.	 After	 all,	 some	 readers	might	 not	 drink	 coffee	 or	 they	might	 already
purchase	fair	trade	coffee	from	Equal	Exchange.

What	 is	 this	 conditional	 sentence	 doing?	 Its	 point	 comes	 from	 the	 word
“poor.”	There	is	nothing	wrong	with	maintaining	a	system	if	the	system	is	not
bad,	but	there	is	something	wrong	with	keeping	small	farmers	poor	if	it	is	bad
to	be	poor.	Notice	that	whether	someone	is	poor	does	not	depend	only	on	how
much	currency	or	how	many	possessions	 they	have.	A	person	who	makes	a
million	rupees	(about	US$16,000)	a	year	might	be	rich	in	areas	where	that	is
sufficient	to	live	well	but	still	poor	in	areas	where	that	is	not	sufficient	to	live
a	life	that	is	good	enough.	Thus,	to	call	someone	“poor”	seems	to	mean	that
they	do	not	make	or	have	enough	to	meet	some	minimum	standards	of	a	good
life.	 In	 that	 sense,	 it	 is	bad	 to	be	poor,	 so	“poor”	 is	an	evaluative	 term.	 (Of
course,	this	does	not	mean	that	poor	people	are	bad,	but	only	that	their	levels
of	income	and	wealth	are	bad.)	Now,	if	it	is	bad	in	this	way	to	be	poor,	then	it
is	bad	to	keep	small	farmers	poor;	and	it	is	also	bad	to	maintain	a	system	with
that	 bad	 effect,	 so	 it	 is	 bad	 to	 buy	 coffee	 from	 large	 corporations,	 if	 that
maintains	a	bad	system,	as	the	sentence	claims.	We	can	see	how	the	negative
force	of	the	evaluative	term	“poor”	reverberates	all	the	way	back	to	the	very
beginning	of	the	conditional	sentence	in	the	advertisement	and	implies	that	it
is	bad	to	buy	coffee	from	large	corporations.

What	 about	 “lining	 the	pockets”?	 Is	 that	 phrase	 also	 evaluative?	 It	 is	 not
clear,	 partly	 because	 it	 is	 metaphorical.	 There	 is	 nothing	 wrong	 with	 lined
pockets.	 However,	 the	 metaphor	 suggests	 lining	 (or	 filling)	 pockets	 with
money	 and	 also	 suggests	 that	 the	 money	 is	 being	 hidden	 in	 the	 linings	 of



pockets.	The	reason	for	hiding	the	money	is	presumably	that	it	was	obtained
unfairly.	If	this	is	what	the	metaphor	suggests,	then	“lining	the	pockets	of	rich
corporations”	also	violates	standards	of	fairness,	so	it	is	bad.	This	additional
point,	 thus,	 reinforces	 the	 claim	 that	 the	 system	 stinks,	 so	 you	 should	 not
maintain	it	by	buying	coffee	from	large	corporations.

Why	do	 the	 authors	 add	 the	 adverb	 “inadvertently”?	Perhaps	because	 the
authors	do	not	want	 to	accuse	readers	of	 intentionally	harming	poor	people.
Such	an	accusation	would	be	hard	to	prove	and	could	backfire	by	angering	the
audience	 and	making	 them	 stop	 reading.	The	 authors	want	 to	 show	 readers
how	 to	 do	 better	 without	 blaming	 them	 individually	 for	 the	 harms	 of	 the
system.	In	addition,	by	calling	this	harm	inadvertent,	the	authors	suggest	that
people	who	 buy	 coffee	 from	 large	 corporations	 do	 not	 know	what	 they	 are
doing	to	poor	farmers,	so	they	have	something	to	learn	by	reading	on.

The	 first	 conclusion	 is	 then	 that	 the	 current	 system	 stinks,	 but	 the	 main
point	of	 the	 advertisement	 is	not	 simply	 to	 stop	 readers	 from	buying	coffee
from	large	corporations.	After	all,	they	could	give	up	coffee	entirely.	Instead,
the	authors	want	readers	to	buy	their	coffee	from	Equal	Exchange.	To	give	a
reason	for	this,	the	authors	need	a	more	positive	argument.

The	positive	argument	begins	with	the	next	sentence:	“By	choosing	Equal
Exchange	 coffee,	 you	 can	 help	 to	make	 a	 change.”	 This	 sentence	 does	 not
actually	 say	 that	 change	 is	 good.	 Some	 changes	 might	 make	 the	 system
worse.	However,	after	the	first	sentence	of	the	advertisement	showed	why	the
old	system	was	bad,	the	authors	now	seem	to	assume	that	making	a	change	is
good.

This	 sentence	 still	 does	 not	 explicitly	 say	 that	 choosing	 Equal	 Exchange
coffee	will	in	fact	change	anything.	The	reason	is	that	the	phrase	“can	help”
contains	 two	 guarding	 terms.	 To	 say	 that	 people	 help	 to	 make	 a	 change	 is
weaker	 than	 to	 say	 that	 they	do	make	a	 change,	 and	 to	 say	 that	 people	can
help	 to	 make	 a	 change	 is	 weaker	 than	 to	 say	 that	 they	 do	 help	 to	 make	 a
change.	Weakening	 this	premise	 twice	makes	 it	easier	 to	defend.	Opponents
cannot	object	that	buying	coffee	from	Equal	Exchange	is	not	enough	by	itself
to	 change	 the	 system,	because	 the	 authors	of	 the	 advertisement	never	make
that	unguarded	claim.	Yet,	despite	its	weakness,	the	doubly	guarded	premise
is	enough	to	support	the	conclusion	that	readers	should	buy	Equal	Exchange
coffee	if	readers	want	to	have	some	chance	of	being	part	of	the	solution	to	the
problems	of	poor	 coffee	 farmers.	That	 chance	will	 not	be	 enough	 to	 satisfy
some	readers.	Still,	some	possibility	of	good	change	is	better	than	maintaining
a	bad	system,	so	this	doubly	guarded	claim	is	enough	reason	for	many	readers
to	drink	Equal	Exchange	coffee.

The	 next	 sentence	 is	 tricky:	 “We	 believe	 in	 trading	 directly	 with	 small



farming	cooperatives	 at	mutually	 agreed-upon	prices	with	a	 fixed	minimum
rate.”	 The	 authors	 tell	 you	 what	 Equal	 Exchange	 believes	 in,	 but	 never
actually	 asserts	 that	 they	 do	what	 they	 believe	 in.	 The	 term	 “believe”	 here
might	be	seen	as	a	type	of	guarding,	because	it	weakens	the	claim	in	order	to
avoid	 the	 objection	 that	 Equal	 Exchange	 does	 not	 always	 actually	 trade
directly	with	small	farming	cooperatives	at	mutually	agreed-upon	prices	with
a	fixed	minimum	rate.	Still,	 the	authors	clearly	invite	readers	to	assume	that
Equal	Exchange	does	what	they	believe	in.

This	 sentence	 also	 suggests	 that	 what	 they	 believe	 in	 is	 good,	 so	 it	 is
supposed	 to	 be	 good	 to	 trade	 directly	 with	 small	 farming	 cooperatives	 at
mutually	 agreed-upon	 prices	with	 a	 fixed	minimum	 rate.	However,	 none	 of
the	words	 in	 this	 sentence	 is	explicitly	evaluative.	To	call	an	action	 trade	 is
not	 to	say	whether	it	 is	good	or	bad.	To	say	that	 trade	is	direct	 is	not	 to	say
that	 it	 is	good	or	bad.	To	say	 that	prices	are	mutually	agreed-upon	 is	not	 to
evaluate	 the	 agreement	 as	 fair	 or	 good,	 since	 some	mutual	 agreements	 are
unfair	and	bad.	To	say	that	a	rate	has	a	fixed	minimum	is	not	to	say	that	the
minimum	is	high	enough	to	be	fair	or	good.	The	authors	never	explain	why
any	of	this	is	good.	Is	that	a	problem	for	the	argument?	Not	necessarily.	It	is
obvious	 that	 the	authors	 see	 these	 things	as	good,	 and	 the	authors	might	be
trying	 to	 reach	 only	 audiences	 who	 share	 those	 evaluations.	 Maybe	 the
authors	are	not	 addressing	anyone	who	 thinks	 that	 it	 is	bad	 for	prices	 to	be
mutually	agreed	on.	If	so,	then	the	argument	might	reach	everyone	whom	the
authors	are	trying	to	reach.

In	any	case,	explicit	evaluation	 is	 introduced	in	 the	next	sentence:	“Then,
should	the	coffee	market	decline,	the	farmers	are	still	guaranteed	a	fair	price.”
The	term	“fair”	is	openly	evaluative	because	something	is	fair	only	if	it	meets
evaluative	 standards	 of	 fairness.	 What	 about	 the	 term	 “should”	 in	 this
sentence?	To	say	that	someone	should	do	something	is	normally	to	imply	that
doing	 it	 is	 good.	Here,	 however,	 the	 authors	 are	 clearly	 not	 saying	 that	 the
coffee	market	should	decline.	That	would	be	bad.	In	this	sentence,	“should	the
coffee	market	decline	…	”	instead	means	“if	the	coffee	market	declines	…	”

Another	word	in	this	sentence	that	could	be	marked	is	“guaranteed.”	To	say
that	 a	 fair	 price	 is	 guaranteed	 is	 to	 say	 that	 the	 farmers	 are	 assured	 of	 or
certain	 to	 get	 a	 fair	 price.	Who	 guarantees	 that	 fair	 price?	 Presumably	 it	 is
Equal	Exchange,	 since	 the	 local	 law	does	not	 require	 fixed	minimum	 rates.
Thus,	 if	we	see	the	leaders	of	Equal	Exchange	corporation	as	 the	authors	of
their	 own	 advertisement,	 then	 “guaranteed”	 functions	 as	 an	 assuring	 term,
because	the	authors	use	it	to	assure	readers	that	farmers	will	get	a	fair	price.	It
is	equivalent	to	saying,	“Farmers	will	surely	get	a	fair	price.”

Now	 that	 we	 understand	 the	 rest,	 let’s	 return	 to	 the	 first	 word	 in	 this



sentence.	 “Then”	 is	 an	 argument	 marker	 indicating	 that	 the	 preceding
sentence	 (“We	 trade	 directly	 with	 small	 farming	 cooperatives	 at	 mutually
agreed-upon	prices	with	a	fixed	minimum	rate”)	is	a	reason	for	the	following
sentence	(“If	the	coffee	market	declines,	the	farmers	are	still	guaranteed	a	fair
price”).	 The	 trade	 and	 pricing	 practices	 of	 Equal	 Exchange	 give	 an
explanatory	 reason	 why	 prices	 will	 remain	 stable	 in	 the	 face	 of	 inevitable
market	 declines.	 Because	 of	 the	 evaluative	 terms	 in	 this	 sentence,	 this
argument	also	presents	a	 justificatory	reason	 to	buy	Equal	Exchange	coffee,
because	its	practices	promote	something	good:	stability	in	fairness.

The	next	sentence	explicitly	draws	this	general	conclusion:	“So	have	a	cup
of	Equal	Exchange	coffee	 and	make	a	 small	 farmer	happy.”	The	word	“so”
functions	 as	 an	 argument	 marker	 that	 indicates	 that	 what	 follows	 is	 a
conclusion.	 What	 is	 strange	 is	 only	 that	 this	 conclusion	 is	 an	 imperative:
“have	 a	 cup	of	Equal	Exchange	 coffee.”	 Imperatives	 are	not	 declarative,	 so
they	 cannot	 be	 true	 or	 false.	That	 formal	 feature	 seems	 to	 rule	 them	out	 as
conclusions.	However,	this	conclusion	is	fine	if	it	is	elliptical	for	“You	ought
to	have	a	cup	of	Equal	Exchange	coffee”	or	 “I	 recommend	 that	you	have	a
cup	of	Equal	Exchange	coffee.”	The	authors	seem	to	have	intended	something
like	these	expansions.

The	 second	half	of	 this	 sentence	 introduces	a	new	 reason:	“make	a	 small
farmer	 happy.”	 The	 authors	 do	 not	 mention	 happiness	 before.	 The	 term
“happy”	is	evaluative,	assuming	that	 to	make	people	happy	is	 to	make	them
feel	 good.	 This	 positive	 effect	 of	 drinking	 Equal	 Exchange	 coffee	 thus
complements	 the	 reasons	 to	avoid	maintaining	 the	unfair	 system.	Moreover,
the	authors	drop	 the	guarding	 terms	and	suggest	 that	having	a	cup	of	Equal
Exchange	coffee	will	in	fact	make	a	small	farmer	happy.	That	stronger	claim
reaches	 audiences	 who	 are	 satisfied	 only	 if	 they	 actually	 do	 bring	 about	 a
good	effect	and	not	merely	 if	 they	have	a	chance	of	helping	 to	avoid	a	bad
effect,	as	 the	earlier	argument	claimed.	Unfortunately,	however,	 it	 raises	 the
question	of	whether	having	a	cup	of	Equal	Exchange	coffee	really	will	make	a
small	 farmer	 happy.	 There	 are	 reasons	 to	 doubt	 that,	 but	 I	will	 not	 go	 into
them	here.

The	 next	 sentence	 illustrates	 a	 common	 combination	 of	 assuring	 and
guarding:	 “Of	 course,	 your	 decision	 to	 buy	 Equal	 Exchange	 need	 not	 be
completely	 altruistic.”	 The	 phrase	 “of	 course”	 assures	 readers	 that	 what
follows	 is	 true	 (without	 openly	 specifying	 any	 evidence	 that	 it	 is	 true,
although	that	evidence	is	coming	in	the	following	sentence).	What	readers	are
assured	 of	 is,	 however,	 guarded	 by	 the	 complex	 phrase	 “need	 not	 be
completely.”	To	say	that	an	act	is	not	completely	altruistic	is	compatible	with
the	 act’s	 being	 partly	 altruistic,	 so	 it	 weakens	 the	 claim	 that	 the	 act	 is



completely	altruistic.	Then	to	say	that	an	act	need	not	be	completely	altruistic
further	 weakens	 the	 claim	 that	 it	 is	 not	 completely	 altruistic.	 This	 doubly
guarded	claim	is	so	weak	that	it	is	compatible	with	the	decision’s	actually	not
being	 altruistic	 at	 all,	 as	 long	 as	 it	 is	 possible	 that	 the	 decision	 is	 partly
altruistic.	Nobody	could	object	to	that,	but	how	could	it	be	strong	enough	to
support	any	conclusion?	Well,	it	doesn’t	have	to,	because	this	sentence	is	not
part	of	the	positive	argument	for	drinking	Equal	Exchange	coffee.	Instead,	it
responds	 to	 the	 possible	 objection	 that	 the	 authors	 are	 asking	 readers	 to	 be
altruistic.	 There	 is	 no	 discounting	 term,	 but	 there	 does	 not	 have	 to	 be	 a
discounting	 term	 in	 every	 case	 where	 an	 objection	 is	 discounted.	 Here	 the
function	of	discounting	an	objection	is	supposed	to	be	clear	from	the	context.
The	 point	 of	 doubly	 guarding	 the	 claim	 about	 altruism	 is	 to	 discount	 any
objection	 that	 the	 authors	 are	 requiring	 complete	 altruism.	 Even	 selfish
bastards	will	have	reason	to	drink	Equal	Exchange	coffee.

Why?	The	next	 sentence	 tells	us:	 “For	we	 take	as	much	pride	 in	 refining
the	taste	of	our	gourmet	coffees	as	we	do	in	helping	the	farmers	who	produce
them.”	Here	 the	word	“for”	 is	 an	argument	marker.	We	can	 tell	 its	 function
because	 we	 can	 replace	 it	 with	 another	 argument	 marker—“because”—
without	changing	the	basic	meaning	of	the	sentence.	To	say	“For	we	take	as
much	pride	…	”	is	equivalent	to	saying	“Because	we	take	as	much	pride	…	”
Contrast	 the	 same	word	 in	 the	 next	 sentence:	 “For	more	 information	 about
Equal	Exchange	…	”	There	we	 cannot	 substitute	 another	 argument	marker,
since	 it	 makes	 no	 sense	 to	 say	 “Because	 more	 information	 about	 Equal
Exchange	…	”

Which	argument	is	marked	by	the	term	“for”	in	the	previous	sentence?	It	is
simply:	“We	take	as	much	pride	in	refining	the	taste	of	our	gourmet	coffees	as
we	do	in	helping	the	farmers	who	produce	them.	Therefore,	your	decision	to
buy	Equal	Exchange	need	not	be	completely	altruistic.”	The	doubly	guarded
claim	is	the	conclusion,	so	its	weakness	makes	it	easier	to	support.	Of	course,
refining	 the	 taste	 leaves	 open	 the	 possibility	 that	 the	 taste	 still	 needs	much
more	 refinement,	 and	 taking	 pride	 in	 refining	 is	 compatible	with	 that	 pride
being	 misplaced.	 Still,	 the	 authors	 are	 clearly	 suggesting	 that	 their	 coffees
taste	very	good,	and	that	is	a	reason	to	buy	them.

Finally,	we	can	combine	the	two	main	strands	of	this	argument.	One	reason
to	buy	Equal	Exchange	coffee	is	that	doing	so	can	help	change	a	bad	system
(as	 well	 as	 make	 a	 small	 farmer	 happy).	 Another	 reason	 to	 buy	 Equal
Exchange	 coffee	 is	 its	 refined	 gourmet	 taste.	 The	 two	 parts	 together	 are
supposed	 to	provide	a	 reason	 for	any	 reader	who	cares	either	about	helping
small	farmers	or	about	personally	enjoying	refined	gourmet	taste.	The	people
at	Equal	Exchange	take	pride	in	both	considerations,	but	the	argument	works



for	readers	who	care	about	either	consideration	alone,	even	if	they	care	only
about	 the	 farmers	 or	 only	 about	 the	 taste.	 The	 argument,	 thus,	 becomes
stronger	by	broadening	the	range	of	reasons	that	it	shows.

As	 usual,	 I	 am	 not	 personally	 endorsing	 this	 argument	 or	 its	 conclusion.
Whether	 or	 not	 you	 are	 convinced	 to	 buy	 Equal	 Exchange	 coffee—indeed,
whether	 or	 not	 you	 even	 like	 drinking	 coffee—the	 point	 of	 this	 exercise	 in
close	analysis	is	not	persuasion.	Instead,	the	goal	is	understanding.	I	tried	to
make	this	argument	look	as	good	as	possible	so	that	we	can	assess	and	learn
from	the	best	reasons	for	its	conclusion.

My	other	goal	was	to	illustrate	how	complex	even	a	simple	argument	can
be.	 Our	 close	 analysis	 revealed	 how	 much	 content	 and	 strategy	 can	 be
uncovered	 by	 looking	 closely	 at	 only	 eight	 sentences	 and	 focusing	 on
argument	markers	plus	guarding,	assuring,	evaluating,	and	discounting	terms.
The	process	of	going	through	one	example	in	so	much	detail	should,	I	hope,
provide	a	model	to	follow	in	using	this	technique	on	other	arguments.	Close
analysis	can	be	applied	equally	to	many	other	arguments	in	many	other	areas.
Try	it	on	your	own	favorite	topics.	It	is	fun.	It	is	even	more	fun	to	do	it	with
friends	so	that	you	can	discuss	alternative	interpretations.
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HOW	TO	COMPLETE	ARGUMENTS

IN	 THE	 PREVIOUS	 CHAPTER,	 we	 saw	 how	 to	 analyze	 arguments	 by
looking	 closely	 at	 crucial	 words.	 This	 technique	 of	 close	 analysis	 helps
readers	 locate	 argument	 parts—premises	 and	 conclusions—that	 are	 given
explicitly	in	the	text.	Even	after	such	close	analysis,	we	still	need	to	arrange
these	 elements	 of	 the	 argument	 into	 an	 intelligible	 order	 and	 then	 complete
this	structure	by	inserting	additional	premises	that	are	assumed	but	not	stated
openly.	This	method	is	called	deep	analysis.	Close	and	deep	analysis	can	be
combined	to	produce	argument	reconstruction.	The	goal	of	this	chapter	is	to
explain	deep	analysis	and	 illustrate	argument	 reconstruction.	First,	however,
we	need	to	define	the	standard	of	validity	that	will	guide	these	methods.

WHICH	ARGUMENTS	ARE	VALID?

When	non-philosophers	call	an	argument	valid,	they	often	mean	simply	that	it
is	 good.	 The	 word	 “valid”	 is	 then	 an	 evaluative	 term.	 In	 contrast,	 when
philosophers	 (including	 logicians)	 call	 an	 argument	 valid,	 they	 mean
something	 entirely	 different	 that	 does	 not	 imply	 either	 that	 the	 argument	 is
good	or	that	it	is	bad.

The	 notion	 of	 validity	 as	 it	 is	 understood	 by	 philosophers	 concerns	 the
relation	between	the	premises	and	conclusion	in	an	argument.	An	argument	is
valid	 in	 this	 technical,	 philosophical	 sense	 when	 and	 only	 when	 it	 is	 not
possible	for	there	to	be	any	situation	in	which	all	of	its	premises	are	true	and
its	 conclusion	 is	 false.	 This	 definition	 is	 also	 equivalent	 to	 defining	 an
argument	as	valid	if	and	only	if	at	 least	one	of	its	premises	must	be	false	in
every	 possible	 situation	 where	 its	 conclusion	 is	 false.	 You	 can	 think	 about
validity	 in	either	of	 these	ways,	depending	on	which	 formulation	makes	 the
most	sense	to	you.

Either	way,	 it	 is	 crucial	 that	 the	definition	 is	 about	possibility	 rather	 than
actuality.	 Whether	 an	 argument	 is	 valid	 does	 not	 depend	 on	 whether	 its
premises	or	conclusion	actually	happen	to	be	true.	All	that	matters	is	whether
a	 certain	 combination—true	premises	 and	a	 false	 conclusion—is	 impossible



(in	which	case	the	argument	is	valid)	or	possible	(in	which	case	the	argument
is	invalid).1

As	a	result,	some	arguments	with	 true	premises	and	a	 true	conclusion	are
still	not	valid.	Consider	“All	citizens	of	Egypt	are	 less	 than	a	kilometer	 tall,
all	citizens	of	Egypt	breathe	air,	so	all	animals	that	breathe	air	are	less	than	a
kilometer	tall.”	These	premises	and	conclusion	are	all	true.	Nonetheless,	this
argument	 is	 still	 not	 valid	 because	 it	 is	 possible	 for	 the	premises	 to	 be	 true
when	 the	 conclusion	 is	 false.	 Just	 imagine	 a	 possible	 world	 where	 some
giraffes	grow	to	more	than	a	kilometer	tall.	This	evolution	is	possible,	and	it
would	 make	 the	 conclusion	 false,	 but	 both	 premises	 could	 still	 be	 true	 if
citizens	 of	 Egypt	 remained	 just	 like	 they	 are	 in	 the	 actual	 world.	 This
possibility	 is	enough	 to	show	 that	 the	argument	 is	not	valid	 in	 the	 technical
sense	of	philosophers,	despite	the	three	truths	it	contains.

On	 the	other	hand,	 some	valid	arguments	have	 false	premises	and	a	 false
conclusion.	For	example,	“All	sushi	chefs	are	women,	all	women	play	cricket,
so	all	sushi	chefs	play	cricket”	is	a	silly	argument,	because	both	premises	and
its	conclusion	are	false.	Despite	all	of	 this	 falsity,	 it	 is	valid	 in	 the	 technical
sense,	because	it	is	not	possible	for	its	premises	to	be	true	when	its	conclusion
is	false.	If	it	is	false	that	all	sushi	chefs	play	cricket,	then	there	must	be	some
sushi	chef	who	does	not	play	cricket.	That	sushi	chef	must	be	either	a	woman
or	not	a	woman.	If	that	sushi	chef	is	not	a	woman,	then	the	first	premise	(“All
sushi	chefs	are	women”)	is	false.	And	if	that	sushi	chef	is	a	woman,	then	the
second	premise	 (“All	women	play	 cricket”)	 is	 false,	 since	we	 are	 assuming
that	she	does	not	play	cricket.	There	is	no	possibility	of	a	combination	where
both	premises	are	true	and	the	conclusion	is	false.	That	makes	the	argument
valid	 in	 this	 technical	sense	(even	 though	it	 is	a	very	bad	argument	 in	other
ways).

To	determine	whether	an	argument	is	valid,	one	method	is	to	try	your	best
to	 imagine	 or	 describe	 a	 situation	 in	 which	 the	 premises	 are	 true	 and	 the
conclusion	 is	 false.	 If	you	can	describe	a	 situation	with	 this	combination	of
truth	values,	 then	 the	argument	 is	not	valid.	Of	course,	you	need	 to	be	 sure
that	 your	 description	 really	 is	 coherent.	 You	 might	 not	 notice	 some
incoherence	in	the	description,	so	you	need	to	look	carefully.	Still,	if	you	can
describe	a	situation	with	this	combination	of	truth	values	that	seems	coherent
after	close	inspection,	that	apparent	coherence	is	some	reason	to	believe	that
the	 argument	 is	 not	 valid.	 On	 the	 other	 hand,	 suppose	 you	 fail	 to	 find	 a
coherent	description	with	that	combination	of	truth	values.	Your	failure	might
show	only	your	 lack	of	 imagination	 instead	of	 the	validity	of	 the	argument.
Still,	 if	you	tried	hard	enough,	and	you	could	not	 imagine	any	situation	that
makes	the	premises	true	when	the	conclusion	is	false,	that	is	some	reason	to



believe	that	the	argument	is	valid.	Trying	to	describe	a	coherent	situation	that
combines	true	premises	with	a	false	conclusion	is,	therefore,	a	useful	start	in
the	 absence	 of	 any	 more	 technical	 method.	 The	 best	 way	 to	 master	 this
technique	 is	 to	 discuss	 cases	 with	 friends,	 who	 might	 be	 able	 to	 imagine
possibilities	that	you	overlook.

WHEN	IS	VALIDITY	FORMAL?

Some	arguments	are	valid	because	of	 their	specific	words	or	sentences.	The
argument	 “My	 pet	 is	 a	 tiger,	 so	my	 pet	 is	 a	 cat”	 is	 valid,	 because	 it	 is	 not
possible	to	be	a	tiger	without	being	a	cat.	However,	this	validity	is	destroyed
if	we	substitute	certain	other	words,	such	as	in	“My	pet	is	a	tapir,	so	my	pet	is
a	 dog.”	 Thus,	 what	 makes	 the	 original	 argument	 valid	 is	 the	 (semantic)
meanings	of	its	words—“tiger”	and	“cat.”

In	contrast,	other	arguments	are	valid	by	virtue	of	their	form.	Consider	“My
pet	 is	 either	 a	 tiger	 or	 a	 tapir.	My	pet	 is	 not	 a	 tiger.	Therefore,	my	pet	 is	 a
tapir.”	If	the	conclusion	is	false	(my	pet	is	not	a	tapir),	and	the	second	premise
is	true	(my	pet	is	not	a	tiger),	then	the	first	premise	has	to	be	false	(my	pet	is
not	either	a	tiger	or	a	tapir).	Thus,	this	argument	is	valid.	Moreover,	it	remains
valid	no	matter	which	words	are	substituted	for	“tiger”	and	“tapir”	as	well	as
“My	pet.”	This	argument	is	also	valid:	“Your	pet	is	either	a	dog	or	a	pig.	Your
pet	is	not	a	pig.	Therefore,	your	pet	is	a	dog.”	So	is	this	one:	“My	country	is
either	at	war	or	in	debt.	My	country	is	not	at	war.	Therefore,	my	country	is	in
debt.”	In	every	case	with	this	form,	it	is	not	possible	for	the	conclusion	to	be
false	in	circumstances	where	the	premises	are	both	true.	Thus,	this	argument
is	valid	by	virtue	of	its	form.	This	argument	form	is	called	denying	a	disjunct
(because	the	“either”	and	“or”	propositions	are	called	disjuncts)	or	process	of
elimination	(because	the	second	premise	eliminates	one	of	the	alternatives	in
the	first	premise).

It	is	useful	to	remember	a	few	other	argument	forms	that	are	formally	valid
as	 well	 as	 a	 few	 that	 are	 not	 valid	 by	 virtue	 of	 their	 form	 but	 are	 often
mistakenly	thought	to	be	valid.	The	variables	“x”	and	“y”	can	be	replaced	by
any	 sentence	 as	 long	 as	 the	 same	 sentence	 replaces	 the	 same	 variable
wherever	that	variable	occurs.	These	argument	forms	are	valid:
Modus	Ponens:	If	x,	then	y;	x;	so	y.

Modus	Tollens:	If	x,	then	y;	not	y;	so	not	x.

These	argument	forms	are	invalid:
Affirming	the	Consequent:	If	x,	then	y;	y;	so	x.
Denying	the	Antecedent:	If	x,	then	y;	not	x;	so	not	y.

(These	names	are	derived	from	calling	the	“if”	clause	the	antecedent	and	the



“then”	clause	the	consequent	in	an	“if	…	,	then	…	”	proposition,	which	is	also
called	 a	 conditional	 or	 hypothetical.)	 Here	 are	 two	 more	 valid	 argument
forms:
Hypothetical	Syllogism:	If	x,	then	y;	if	y,	then	z;	so,	if	x,	then	z.

Disjunctive	syllogism:	Either	x	or	y;	if	x,	then	z;	if	y,	then	z;	so,	z.

If	you	think	about	these	argument	forms	and	replace	their	variables	with	any
sentences	of	your	own	choice,	then	you	should	be	able	to	see	which	of	these
forms	are	valid	and	why.	Formal	methods	(including	truth	tables)	have	been
developed	 for	 showing	 validity	 by	 virtue	 of	 propositional	 form.	 Other
methods	(such	as	Venn	diagrams,	truth	trees,	matrices,	and	proofs)	have	also
been	 developed	 for	 showing	 validity	 by	 virtue	 of	 some	 non-propositional
forms.	We	will	not	go	 into	 those	details	here.2	What	matters	here	 is	only	 to
gain	 some	 initial	 rough	 feel	 for	 which	 arguments	 are	 valid	 and	when	 their
forms	make	them	valid.

WHAT	MAKES	ARGUMENTS	SOUND?

Even	 formal	 validity	 is	 not	 enough	 to	make	 an	 argument	 good	or	 valuable.
Consider	this	argument:	“If	the	Amazon	is	the	largest	river	in	the	world,	then
it	has	the	largest	fish	in	the	world.	The	Amazon	does	not	have	the	largest	fish
in	 the	world.	 Therefore,	 the	Amazon	 is	 not	 the	 largest	 river	 in	 the	world.”
This	 argument	 has	 the	 form	 modus	 tollens,	 so	 it	 must	 be	 formally	 valid.
However,	 its	 conclusion	 is	 false,	 because	 the	Amazon	 is	 in	 fact	 the	 largest
river	in	the	world.	So,	how	can	its	conclusion	be	false	when	it	is	valid?	The
answer	is	simply	that	its	first	premise	is	false.	The	largest	fish	do	not	live	in
the	largest	river.

What	makes	arguments	good	 is	not	only	validity	but	 soundness.	A	sound
argument	 is	 defined	 as	 an	 argument	 that	 both	 is	 valid	 and	 also	 has	 all	 true
premises.	 This	 definition	 guarantees	 that	 every	 sound	 argument	 has	 a	 true
conclusion.	 Its	validity	ensures	 that	 it	cannot	have	 true	premises	and	a	 false
conclusion.	Thus,	the	truth	of	its	premises	entails	that	its	conclusion	cannot	be
false.	That	makes	soundness	valuable.

WHAT	ARE	YOU	ASSUMING?

These	notions	of	validity	and	soundness	are	useful	for	determining	when	an
argument	 depends	 on	 an	 assumption	 that	 it	 does	 not	 state	 explicitly.	 This
happens	often.	While	you	and	 I	 are	 scheduling	a	business	meeting	 in	2019,
you	might	say,
We	should	not	schedule	it	for	June	4,	because	that	is	the	last	day	of	Ramadan.



This	is	all	you	need	to	say	in	order	to	move	our	conversation	to	other	possible
dates,	 if	you	know	that	we	both	assume	that	some	people	whom	we	want	at
the	meeting	will	 refuse	 to	meet	on	 the	 last	day	of	Ramadan.	 If	we	add	 that
assumption,	then	we	get	a	longer	argument:
Some	people	whom	we	want	at	 the	meeting	will	refuse	to	meet	on	the	last	day	of	Ramadan.	We
ought	not	to	schedule	the	meeting	on	a	date	on	which	some	people	whom	we	want	at	the	meeting
will	refuse	to	meet.	Therefore,	we	ought	not	to	schedule	the	meeting	on	the	last	day	of	Ramadan.
June	4	is	the	last	day	of	Ramadan	in	2019.	Therefore,	we	should	not	schedule	our	meeting	for	June
4,	2019.

A	 single	 sentence	 has	 grown	 into	 five	 sentences	 in	 two	 stages.	What	 could
possibly	justify	our	putting	so	many	words	into	your	mouth?	How	can	we	tell
whether	you	really	do	assume	the	extra	premises	in	the	larger	argument?	The
answer	relies	on	validity.	It	is	fair	to	ascribe	these	extra	assumptions	to	you,
even	though	you	did	not	say	them,	because	they	are	needed	in	order	to	make
your	argument	valid.	Without	 the	 implicit	assumption	 that	“We	ought	not	 to
schedule	the	meeting	on	the	last	day	of	Ramadan,”	it	is	hard	to	see	how	your
explicit	premise	“That	[June	4]	is	the	last	day	of	Ramadan”	gives	any	reason
for	your	explicit	conclusion	“We	should	not	schedule	it	[our	meeting]	for	June
4.”	Adding	the	extra	premise	makes	the	argument	valid,	for	it	is	not	possible
that	both	premises	are	true	and	the	conclusion	is	false	 in	 the	same	situation.
The	new	premise	thereby	explains	why	the	original	premise	was	a	reason	for
the	original	conclusion.

This	 addition	 then	 raises	 the	 question	 of	why	we	 should	 accept	 the	 new
premise.	After	all,	even	if	the	argument	with	this	premise	is	valid,	that	validity
by	 itself	does	nothing	 to	show	that	 its	conclusion	 is	 true	unless	 its	premises
are	 true.	What	we	 need	 is	 soundness,	 not	 just	 validity.	 So,	we	 need	 to	 ask:
Why	not	schedule	the	meeting	on	the	last	day	of	Ramadan?

One	 potential	 reason	 is	 that	 a	 meeting	 on	 that	 day	 would	 violate	 some
religious	rule.	However,	whether	a	meeting	violates	a	religious	rule	depends
on	 the	 kind	 and	 time	of	 the	meeting.	Moreover,	 even	 if	 our	meeting	would
violate	 a	 religious	 rule,	 this	 fact	 by	 itself	would	 not	 support	 the	 conclusion
that	we	ought	not	to	meet	on	that	date	unless	religious	rules	determine	what
we	ought	to	do.	Some	people	might	accept	this	rule,	but	atheists	and	secular
humanists	would	 reject	 it,	 and	 they	might	 be	 everyone	 in	 the	 group	 that	 is
meeting.	Thus,	this	extra	premise	would	make	the	argument	questionable	and
unable	to	reach	this	audience.

We	 do	 not	 need	 to	 endorse	 any	 religious	 rule	 in	 order	 to	 agree	 that	 a
meeting	 does	 not	 go	well	when	 the	 right	 people	 do	 not	 show	up.	That	 is	 a
reason	why	we	 do	 not	want	 to	 schedule	 a	meeting	 for	 a	 date	when	 crucial
people	 would	 refuse	 to	 show	 up.	 Therefore,	 if	 we	 know	 that	 some	 people
whom	we	want	at	the	meeting	will	refuse	to	meet	on	the	last	day	of	Ramadan,



that	gives	us	a	reason	not	to	schedule	the	meeting	on	that	date.	This	reason	is
captured	by	the	initial	premises	in	the	longer	argument,	and	its	premises	are
acceptable	 to	 a	 wider	 audience	 than	 the	 alternative	 premises	 that	 cite	 a
religious	rule.	Moreover,	this	premise	is	strong	enough	to	make	the	resulting
argument	valid,	since	it	is	not	possible	for	its	conclusion	to	be	false	when	its
premises	are	true.

These	features	speak	in	favor	of	the	secular	interpretation	of	this	argument.
It	 is	 unfair	 to	 saddle	 arguers	 with	 stronger	 assumptions	 when	 weaker
assumptions	 would	 make	 their	 arguments	 better.	 The	 goal	 of	 filling	 out
assumptions	in	arguments	is	not	to	make	the	arguers	look	silly	or	stupid.	The
goal	 is	 instead	 to	 understand	 their	 point	 of	 view	and	 learn	 from	 it.	 For	 this
purpose,	we	need	to	make	arguments	look	as	good	as	possible,	since	then	they
teach	us	more.	We	still	might	end	up	disagreeing,	but	we	cannot	conclude	that
there	 is	 no	good	 argument	 for	 a	 position	unless	we	have	 looked	 at	 the	best
possible	argument	for	that	position.

All	of	this	together	explains	why	it	is	fair	to	ascribe	the	extra	premises	and
the	 longer	 argument	 to	 someone	 who	 explicitly	 asserts	 only	 the	 shorter
original	 sentence.	 Implicit	 premises	 like	 these	 are	 often	 called	 suppressed,
perhaps	 because	 the	 arguer	 supposedly	 suppressed	 an	 inclination	 to	 assert
them	openly.	In	general,	we	should	ascribe	suppressed	premises	to	an	arguer
only	if	they	are	necessary	to	make	the	original	argument	valid,	and	only	if	the
arguer	would	view	the	added	premises	as	true	and	hence	the	longer	argument
as	 sound.	 In	 this	 way,	 validity	 and	 soundness	 are	 essential	 standards	 for
completing	arguments	by	adding	suppressed	premises.

To	 call	 a	 premise	 suppressed	 might	 seem	 to	 disparage	 it	 as	 sneaky.
However,	 the	term	“suppressed”	here	is	not	a	negative	evaluation.	Everyone
suppresses	premises,	and	it	 is	hard	to	see	how	we	could	(or	why	we	would)
avoid	doing	it.	It	is	often	legitimate	for	arguers	to	suppress	premises.	Indeed,
it	 is	 often	 bad	 not	 to	 suppress	 premises.	 Just	 look	 at	 how	much	 longer	 our
completed	argument	is	than	the	original	sentence.	If	we	had	to	spell	out	every
assumption	whenever	we	gave	any	argument,	then	it	would	take	a	very	long
time	 to	 say	 much	 at	 all.	 Suppressing	 premises	 promotes	 efficiency	 in
communication.

Other	 arguers	use	 this	defensible	 tool	 for	nefarious	purposes.	They	 try	 to
fool	 fools	 by	 suppressing	 the	 most	 dubious	 premises	 in	 their	 arguments.
Imagine	 a	 used	 car	 dealer	who	 argues,	 “You	 should	 purchase	 five	 years	 of
service	 from	 my	 dealership,	 because	 then	 you	 will	 not	 need	 to	 pay	 for
repairs.”	 He	 is	 suppressing	 the	 premise	 that	 you	 should	 buy	 whatever	 will
avoid	 repair	 expenses.	 He	 never	 comes	 out	 and	 asserts	 that	 extra	 premise,
because	you	could	question	 it	 if	he	did.	Nonetheless,	he	still	does	need	 that



premise	 in	 order	 to	 make	 his	 argument	 valid.	 The	 problem	 is	 that	 this
suppressed	premise	raises	crucial	issues	that	the	dealer	is	trying	to	hide.	How
much	does	 the	 service	 contract	 cost?	How	 likely	 is	 the	 car	 to	need	 repairs?
How	expensive	will	 the	 repairs	be?	And,	of	course,	why	 is	he	selling	you	a
car	that	 is	so	likely	to	need	such	expensive	repairs?	His	trick	is	 to	steer	you
away	 from	 those	 questions	 by	 focusing	 your	 attention	 on	 other	 premises
instead	of	 the	questionable	one.	To	avoid	getting	 fooled	by	such	 tricks,	 it	 is
useful	to	fill	out	all	of	the	suppressed	premises	in	an	argument.	That	exercise
will	make	 you	 less	 likely	 to	 overlook	 a	 dubious	 premise	 that	 the	 arguer	 is
hiding.

DO	THESE	METHODS	SCALE	UP?

An	 extended	 example	 can	 illustrate	 how	 close	 analysis	 and	 deep	 analysis
work	 together	 in	 argument	 reconstruction.	 Here	 is	 one	 example	 from	 the
opening	of	an	unsigned	article	entitled	“New	Approaches	Needed	to	Address
Rise	of	Poor	Urban	Villages	in	the	Pacific”:
New	approaches	are	needed	 to	address	 the	challenge	of	 rising	urban	dwellers	 in	 the	Pacific	who
live	in	poor-quality	housing	with	inadequate	provision	for	basic	services	in	settlements	known	as
“urban	villages,”	a	new	Asian	Development	Bank	(ADB)	report	says.	“There	has	been	a	rapid	rise
of	 urban	 villages	 in	 recent	 years	 due	 to	 increased	 poverty	 and	 the	 negative	 impacts	 of	 climate
change,”	 said	 Robert	 Jauncey,	 head	 of	 ADB’s	 Pacific	 Subregional	 Office	 in	 Suva,	 Fiji.	 “These
informal	 or	 unplanned	 settlements	 are	 often	 neglected	 and	 excluded	 from	 the	 government’s
planning	 system,	 so	 we	 need	 to	 rethink	 approaches	 to	 urban	 management	 and	 development	 to
include	urban	villages	in	the	mainstream	policies,	strategies,	projects,	and	programs.”

The	 report,	 entitled	 The	 Emergence	 of	 Pacific	 Urban	 Villages—Urbanization	 Trends	 in	 the
Pacific	 Islands,	 defines	 urban	 villages	 as	 native	 and	 traditional	 communities	 and	 village-like
settlements	 in	 urban	 areas	 that	 display	 common	 characteristics:	 association	 with	 certain	 ethnic
groups,	 strong	 socio-cultural	 ties,	 land	 tenure	 based	 on	 custom,	 heavy	 reliance	 on	 the	 informal
economy,	 and	persistence	of	 subsistence	activities.	Urban	village	dwellers	often	 live	 in	hardship
and	poverty,	and	are	stereotyped	with	negative	traits.3

What	 we	 need	 to	 determine	 is	 whether	 this	 passage	 includes	 an	 argument,
where	 that	 argument	 is	 located	 in	 the	 passage,	 what	 it	 is,	 what	 purpose	 it
serves,	and	how	it	is	structured.	Those	tasks	require	careful	attention	to	detail.
We	will	work	backward	through	the	text.

Without	Argument

Consider	the	second	paragraph	first.	Does	that	paragraph	give	any	argument?
No.	It	gives	the	title	of	the	report,	perhaps	so	that	readers	can	look	it	up.	Then
it	defines	what	an	urban	village	is,	presumably	so	readers	will	know	what	the
article	is	about.	Then	it	describes	the	lives	of	urban	villagers.	The	evaluative
words	 in	 this	 paragraph	 might	 make	 readers	 think	 of	 an	 argument:	 Urban
villagers	 face	 “hardship	 and	 poverty”	 as	 well	 as	 “negative”	 stereotypes.



Therefore,	 someone	 needs	 to	 help	 them.	 That	 argument	 seems	 implicit.
However,	 the	paragraph	does	not	explicitly	give	 that	argument	or	any	other.
We	 can	 tell	 this	 by	 applying	 our	 definition	 of	 argument	 and	 looking	 for
argument	markers.	Just	ask	where	the	premise	and	conclusion	are.

Justification

Next	consider	 the	 last	 sentence	of	 the	 first	paragraph.	The	argument	marker
“so”	 indicates	 that	 an	 argument	 does	 occur	 in	 this	 sentence.	 However,	 this
argument	is	quoted	from	Jauncey,	so	the	author	of	the	article	does	not	assert
this	 argument.	 Jauncey	 does.	 Perhaps	 the	 author	 of	 the	 article	 wants	 to
preserve	 neutrality	 as	 a	 news	 reporter.	 Or	 maybe	 the	 author	 agreed	 with
Jauncey.	After	all,	 the	article	never	suggests	any	doubts	about	what	Jauncey
(or	the	ADB)	said.	In	any	case,	we	can	see	that	at	least	Jauncey	is	giving	an
argument,	so	let’s	try	to	reconstruct	it.

The	word	 “so”	 is	 a	 conclusion	marker	 that	 tells	 readers	 that	what	 comes
before	is	a	reason	for	what	follows:
Urban	villages	are	often	neglected	and	excluded	from	government	planning.

Therefore,	we	need	to	rethink	approaches	to	urban	management	and	development	to	include	urban
villages	in	the	mainstream	policies,	strategies,	projects,	and	programs.

The	last	instance	of	the	little	word	“to”	is	also	an	argument	marker	if	it	can	be
interpreted	as	“in	order	to,”	which	is	plausible.	This	reason	marker	indicates
that	 what	 follows	 it	 is	 a	 reason	 for	 what	 comes	 before,	 so	 we	 might
reconstruct	the	whole	argument	like	this:
We	need	to	include	urban	villages	in	the	mainstream	policies,	strategies,	projects,	and	programs.
Urban	villages	are	often	neglected	and	excluded	from	government	planning.

Therefore,	we	need	to	rethink	approaches	to	urban	management	and	development.

Now	we	have	two	premises	and	one	conclusion.

What	is	the	purpose	of	this	argument?	It	is	often	hard	to	tell	precisely	what
someone	 intends,	 and	 arguers	 are	 no	 exception.	 Still,	 Jauncey	 seems	 to	 be
trying	to	persuade	or	convince	his	audience	that	his	conclusion	is	 true—that
we	 need	 to	 rethink	 urban	 management	 in	 certain	 ways.	 He	 presumably
believes	 that	many	 in	his	audience	did	not	have	 that	belief	before	he	spoke.
They	thought	that	urban	management	was	going	fine,	at	least	in	this	area,	or
they	did	not	think	about	it	at	all.	So,	he	was	trying	to	change	their	beliefs.	But
that	 is	not	all,	we	can	assume.	He	probably	also	wanted	 them	to	believe	his
conclusion	not	arbitrarily	but	on	the	basis	of	reason.	That	 is	why	he	did	not
simply	 assert	 the	 conclusion	 but	 instead	 presented	 an	 argument	 that	 gave
reasons	for	the	conclusion.	Hence,	he	was	trying	not	only	to	persuade	but	also
to	justify	his	audience’s	belief	in	his	conclusion.



(1)

(2)

To	see	how	this	argument	is	supposed	to	serve	that	purpose,	we	need	to	fit
these	 premises	 and	 conclusion	 into	 a	 structure	 that	 shows	 how	 they	 work
together	 to	 justify	 its	 conclusion.	 The	 presence	 of	 two	 argument	 markers
might	 seem	 to	 suggest	 that	 each	premise	provides	 a	 separate	 reason	 for	 the
conclusion.	On	that	interpretation,	there	are	two	distinct	arguments:

Urban	 villages	 are	 often	 neglected	 and	 excluded	 from	 government
planning.

Therefore,	we	need	to	rethink	approaches	to	urban	management	and
development.

We	need	to	include	urban	villages	in	the	mainstream	policies,	strategies,
projects,	and	programs.

Therefore,	we	need	to	rethink	approaches	to	urban	management	and
development.

Each	 of	 these	 arguments	 needs	 a	 suppressed	 premise	 to	 make	 it	 valid.	 In
particular,	the	first	argument	needs	a	suppressed	premise	like	this:	“We	need
to	 rethink	 any	 approach	 to	 urban	 management	 that	 neglects	 and	 excludes
urban	villages.”	But	that	suppressed	premise	is	close	to	the	explicit	premise	in
the	second	argument:	“We	need	 to	 include	urban	villages	 in	 the	mainstream
policies,	 strategies,	 projects,	 and	programs.”	Similarly,	 the	 second	argument
needs	a	suppressed	premise	something	like	this:	“Current	approaches	to	urban
management	 and	 development	 do	 not	 already	 include	 urban	 villages.”	 But
that	suppressed	premise	is	close	to	the	explicit	premise	of	the	first	argument.
This	 search	 for	 suppressed	 premises	 thus	 reveals	 that	 the	 two	 premises	 are
supposed	 to	 work	 together	 (not	 separately)	 to	 justify	 the	 conclusion.	 Each
depends	on	the	other.	This	structure	can	be	called	joint.

To	see	how	these	premises	work	together,	first	we	need	to	clarify	the	terms.
In	 particular,	 the	 first	 premise	 refers	 to	 “government	 planning,”	 the	 second
premise	 instead	 mentions	 “mainstream	 policies,	 strategies,	 projects,	 and
programs,”	 and	 the	 conclusion	 says	 “approaches	 to	 urban	management	 and
development.”	Writers	often	vary	 their	wording	in	 inessential	ways	 to	avoid
the	 appearance	 of	 repetition.	 However,	 such	 unimportant	 variations	 can
obscure	the	structure	of	the	argument.	If	these	three	phrases	describe	different
things,	 then	 it	 is	 hard	 to	 see	 how	 a	 premise	 about	 one	 could	 adequately
support	a	conclusion	about	another.	Then	the	argument	would	make	no	sense.
In	 order	 to	 show	 how	 the	 argument	 works,	 then,	 we	 need	 to	 relate	 these
phrases	 somehow.	 One	 option	 is	 to	 add	 a	 premise	 that	 identifies	 them:
“Mainstream	 policies,	 strategies,	 projects,	 and	 programs	 as	 well	 as	 urban
management	 and	 development	 are	 government	 planning.”	 This	 sentence
might	seem	true,	but	it	is	verbose.	For	simplicity,	I	will	instead	replace	them



all	with	a	single	phrase:
We	need	to	include	urban	villages	in	urban	management.

Urban	villages	are	often	neglected	and	excluded	from	urban	management.
Therefore,	we	need	to	rethink	urban	management.

This	simple	rewording	seems	to	capture	what	Jauncey	had	in	mind	while	also
revealing	the	relation	between	the	premises	and	the	conclusion.

A	similar	issue	arises	with	“include”	in	the	first	premise	and	“neglected	and
excluded”	in	the	second	premise.	Presumably	what	is	neglected	and	excluded
is	not	included,	so	we	can	slightly	reword	the	argument	again:
We	need	to	include	urban	villages	in	urban	management.

Urban	villages	are	often	not	included	in	urban	management.
Therefore,	we	need	to	rethink	urban	management.

Uniform	wording	makes	 it	clear	 that	 the	different	parts	of	 this	argument	are
about	the	same	topic.

Next	notice	the	guarding	term	“often.”	Why	does	the	premise	say	“Urban
villages	 are	 often	 not	 included	 in	 urban	 management”	 instead	 of	 simply
“Urban	villages	are	not	included	in	urban	management”?	Presumably	because
the	 latter	 could	 be	 read	 as	 “Urban	 villages	 are	 never	 included	 in	 urban
management,”	which	is	false.	There	are	a	few	exceptions.	The	guarding	term
“often”	 is	 needed	 to	 make	 this	 premise	 defensible.	 But	 does	 it	 make	 the
premise	too	weak	to	support	the	conclusion?	No.	If	half	of	urban	management
neglects	 urban	 villages,	 then	we	need	 to	 rethink	 that	 half,	 even	 if	 the	 other
half	is	just	fine.	Why?	Because	we	always	need	to	include	all	urban	villages
in	urban	management.	Including	half	or	even	80%	is	not	enough	(at	least	for
people	who	live	in	parts	that	are	excluded).	Maybe	we	should	add	“all”	to	the
first	premise	to	make	this	clear.	After	that	addition,	the	guarding	term	“often”
in	the	second	premise	seems	just	fine.

A	subtler	guarding	term	is	“rethink.”	Is	Jauncey	really	arguing	only	that	we
need	 to	 think	 again	 or	 more	 about	 urban	 management?	 To	 answer	 this
question,	 just	 ask:	 What	 if	 we	 rethought	 urban	 management	 but	 still	 did
nothing	 to	 change	 urban	 management	 or	 to	 help	 urban	 villages?	 Would
Jauncey	be	satisfied?	I	doubt	it.	If	not,	then	he	really	wants	to	argue	not	only
that	we	need	to	rethink	urban	management,	but	also	 that	we	need	to	change
urban	management	so	as	to	include	urban	villages.	In	that	case,	his	argument
really	amounts	to	this:
We	need	to	include	all	urban	villages	in	urban	management.

Urban	villages	are	often	not	included	in	urban	management.
Therefore,	we	need	to	change	urban	management	so	as	to	include	urban	villages.



In	 contrast	 with	 the	 first	 guarding	 term,	 we	 had	 to	 remove	 this	 second
guarding	term	in	order	to	capture	the	real	force	of	what	Jauncey	meant	to	say.

This	argument	 is	 looking	pretty	good	so	 far,	but	 it	 is	not	 really	any	good
unless	its	premises	are	true	or	at	least	justified.	In	particular,	what	justifies	the
first	 premise?	 Why	 do	 we	 need	 to	 include	 urban	 villages	 in	 urban
management?	 Jauncey	 does	 not	 answer	 that	 question	 in	 this	 sentence.
However,	 he	 does	 work	 for	 the	 ADB,	 so	 it	 would	 not	 be	 surprising	 if	 he
builds	his	argument	on	top	of	their	claims.

The	 ADB	 report	 is	 quoted	 in	 the	 first	 sentence:	 “New	 approaches	 are
needed	 to	 address	 the	 challenge	of	 rising	urban	dwellers	 in	 the	Pacific	who
live	 in	 poor-quality	 housing	with	 inadequate	 provision	 for	 basic	 services	 in
settlements	known	as	‘urban	villages.’ ”	All	this	sentence	says	openly	is	that
new	approaches	are	needed,	that	the	housing	quality	is	poor,	and	that	the	basic
services	 are	 inadequate.	 It	 never	 explicitly	 connects	 these	 claims	 by	 saying
that	 one	 is	 a	 reason	 for	 the	 others.	 Nonetheless,	 the	 fact	 that	 the	 ADB
evaluates	 the	 housing	 as	 “poor”	 and	 the	 basic	 services	 as	 “inadequate”
suggests	an	argument:
New	approaches	are	needed	to	address	the	challenge	of	rising	urban	dwellers	in	the	Pacific	because
they	live	in	poor-quality	housing	with	inadequate	provision	for	basic	services.

The	only	difference	is	that	this	revised	sentence	contains	the	argument	marker
“because	 they”	 where	 the	 original	 sentence	 contained	 “who.”	 That	 small
difference	matters.	The	original	sentence	did	not	openly	argue	from	one	claim
to	the	other	or	say	that	one	is	a	reason	for	the	other.	This	new	sentence	says
precisely	 that.	As	a	result,	 the	new	sentence	gives	an	argument	even	 though
the	original	did	not.

Which	sentence	did	the	author	really	mean	or	intend?	That	is	hard	to	tell.
The	context	suggests	that	the	author	intends	to	give	“poor”	and	“inadequate”
as	 reasons	why	we	need	new	approaches.	Still,	we	cannot	be	 sure	what	 the
author	 intended,	 because	 the	 author	 did,	 after	 all,	 choose	 to	 write	 “who”
instead	 of	 “because.”	 In	 the	 face	 of	 this	 uncertainty,	 what	 can	 we	 do?	We
might	try	to	ask	the	author,	but	the	article	is	unsigned;	and,	even	if	we	knew
who	 the	 author	 was,	 he	 might	 be	 unreachable.	 Then	 the	 most	 constructive
approach	is	probably	to	forget	about	what	the	author	really	meant	and	simply
ask	whether	the	argument	that	is	suggested	is	any	good.	After	all,	we	do	not
really	 care	 about	 catching	 this	 author	 in	 a	 mistake,	 as	 if	 we	 were	 scoring
points	 in	 a	 debate.	 What	 really	 matters	 is	 whether	 we	 need	 to	 adopt	 new
approaches	 to	 planning	 urban	 villages.	 If	 the	 argument	 works,	 then	 we	 do
need	 a	 new	 approach	 to	 urban	 villages,	 and	 the	 argument	 tells	 us	 why—
regardless	 of	 whether	 this	 author	 or	 anyone	 really	 meant	 to	 give	 that
argument.



(1)

(2)

So,	 let’s	 assume	 that	 the	ADB	 (and	 perhaps	 also	 the	 author)	 intended	 to
argue	something	like	this:
Urban	villagers	live	in	poor-quality	housing	with	inadequate	provision	for	basic	services.

Therefore,	we	need	new	approaches	to	address	the	challenge	of	rising	urban	dwellers	in	the	Pacific.

Unfortunately,	 this	 argument	 is	 hardly	 valid.	One	 reason	 is	 that	 its	 premise
does	not	mention	current	approaches	 to	urban	management.	What	 if	 current
approaches	work	fine,	and	we	just	need	to	give	them	a	little	time	to	succeed?
In	 that	 case,	 the	 premise	would	 be	 true,	 but	 the	 conclusion	would	 be	 false,
because	we	would	not	need	new	approaches.

To	avoid	this	problem,	we	need	to	add	something	about	what	is	wrong	with
current	 approaches.	 Recall	 that	 the	 quotation	 from	 Jauncey	 in	 the	 third
sentence	did	specify	something	wrong	with	current	approaches,	namely,	that
they	often	do	not	 include	urban	villages.	So	 it	might	help	 to	combine	 these
arguments,	but	how?	One	possibility	is	 that	 the	premise	in	the	first	sentence
provides	 a	 reason	 for	 the	 premise	 in	 the	 third	 sentence.	This	 relation	 is	 not
obvious,	because	these	claims	are	never	juxtaposed,	and	no	argument	marker
indicates	 their	 relation.	Nonetheless,	 the	 suggestion	 does	make	 sense	 of	 the
argument	and	supports	this	interpretation:
Urban	villagers	live	in	poor-quality	housing	with	inadequate	provision	for	basic	services.
Therefore,	we	need	to	include	all	urban	villages	in	urban	management.

Urban	villages	are	often	not	included	in	urban	management.
Therefore,	we	need	to	change	urban	management	so	as	to	include	urban	villages.

This	 double	 argument	 –	 with	 two	 instances	 of	 the	 argument	 marker
“therefore”	–	uses	the	conclusion	of	the	first	part	as	a	premise	in	the	second
part.	The	two	parts	form	a	line	pointing	to	the	final	conclusion,	so	this	kind	of
structure	is	often	described	as	linear.

We	 are	 still	 not	 finished,	 because	 the	 first	 argument	 is	 not	 valid.	 It	 is
possible	 that	 urban	 villagers	 live	 in	 poor-quality	 housing	 with	 inadequate
services,	 but	 we	 still	 do	 not	 need	 to	 include	 all	 urban	 villages	 in	 urban
management.	 This	 combination	 could	 happen	 if	 their	 housing	 and	 services
could	 be	 improved	 without	 including	 them	 in	 urban	 management.	 It	 also
could	happen	 if	 including	 them	 in	urban	management	would	do	no	good	 to
improve	their	housing	and	services.	Thus,	 the	argument	will	be	invalid	until
we	add	some	suppressed	premise	about	a	relation	between	urban	management
and	the	quality	of	housing	and	services.	Here’s	a	possibility:

Urban	villagers	live	in	poor-quality	housing	with	inadequate	provision
for	basic	services.

All	areas	with	people	who	live	in	poor-quality	housing	with	inadequate
provision	for	basic	services	need	to	be	included	in	urban	management.



(3)

(4)

(5)

Therefore,	we	need	to	include	all	urban	villages	in	urban	management.

Urban	villages	are	often	not	included	in	urban	manage-	ment.

Therefore,	we	need	to	change	urban	management	so	as	to	include	urban
villages.

This	argument	is	(close	enough	to	being)	valid	and	presents	a	plausible	line	of
reasoning.

Now	we	have	finally	arrived	at	a	fair	reconstruction	of	Jauncey’s	argument.
Of	course,	 to	say	 that	 this	 is	his	argument	 is	not	 to	endorse	 it,	much	 less	 to
claim	that	 its	conclusion	is	 true.	The	reconstruction	reveals	several	premises
that	 could	 be	 questioned.	 Critics	 could	 deny	 premise	 (1)	 and	 claim	 that
housing	and	basic	services	really	are	adequate	in	urban	villages.	Maybe	these
urban	 villages	 are	 not	 as	 bad	 as	 Jauncey	 claims.	 Critics	 also	 might	 deny
premise	 (4)	 and	 claim	 that	 urban	management	 plans	 almost	 always	 already
include	 urban	 villages.	 Maybe	 these	 programs	 are	 not	 as	 bad	 as	 Jauncey
claims.	 Finally,	 critics	 could	 deny	 premise	 (2)	 and	 claim	 that	 we	 should
exclude	some	poor	areas	from	urban	management,	either	because	it	would	be
too	expensive	to	include	them	or	because	they	will	better	off	if	they	learn	to
fend	 for	 themselves.	To	 respond	 to	 such	critics,	 Jauncey	would	need	 to	add
more	 arguments,	 so	 the	 reconstruction	hardly	 settles	 the	 issue	 in	 its	 present
form.	What	it	does	instead	is	to	clarify	where	critics	can	target	their	objections
and	where	Jauncey	needs	arguments	to	back	up	his	premises.	In	those	ways,
reconstruction	helps	us	understand	Jauncey	and	the	issues	that	he	raises.	That
is	all	that	it	can	hope	to	do,	but	that	is	a	lot	more	than	we	could	accomplish
without	reconstructing	his	argument.

Explanation

By	moving	from	the	third	sentence	to	the	first,	we	skipped	the	second.	Did	we
miss	 part	 of	 the	 argument?	Or	 does	 the	 second	 sentence	 present	 a	 different
argument?	Or	more	than	one	argument?	I	will	suggest	 that	 this	short	second
sentence	 actually	 gives	 two	 new	 arguments	 of	 a	 new	 kind	 with	 a	 new
conclusion.	To	see	why,	we	need	to	reconstruct	the	arguments	in	this	second
sentence.

The	second	sentence	says,	“There	has	been	a	rapid	rise	of	urban	villages	in
recent	 years	 due	 to	 increased	 poverty	 and	 the	 negative	 impacts	 of	 climate
change.”	The	reason	marker	“due	to”	signals	that	what	follows	are	premises
in	an	argument	for	what	came	before:
There	has	been	increased	poverty	…	.

There	have	been	increased	…	negative	impacts	of	climate	change.



Thus,	there	has	been	a	rapid	rise	of	urban	villages	in	recent	years.

This	argument	needs	to	be	spelled	out	in	much	more	detail,	but	let’s	start	by
asking	what	purpose	this	argument	is	supposed	to	serve.

Jauncey	might	again	want	to	persuade	his	readers	to	believe	his	conclusion.
However,	it	is	hard	to	see	how	this	argument	would	accomplish	that	goal.	It	is
also	hard	to	see	why	he	would	need	to	convince	his	readers	of	this	conclusion,
since	most	of	them	probably	already	know	that	the	number	of	urban	villages
has	risen	rapidly	in	recent	years.	Observations	make	that	clear.	So,	assuming
that	Jauncey	knows	what	he	is	doing	(and	otherwise,	why	pay	attention?),	he
must	be	seeking	some	other	goal.

What	 would	 that	 be?	 Well,	 even	 if	 you	 know	 that	 urban	 villages	 have
arisen,	you	still	might	wonder	why	they	have	arisen.	Why	are	so	many	people
moving	so	quickly	into	poor-quality	housing	with	inadequate	basic	services?
This	question	is	what	this	argument	seeks	to	answer.	The	answer	is	increased
poverty	and	climate	change.	Because	so	many	more	people	have	become	poor
and	have	been	displaced	by	climate	change,	they	are	willing	to	move	into	bad
housing	with	 bad	 services.	 They	 have	 no	 option.	 This	 explanation	 helps	 us
understand	 why	 this	 trend	 is	 occurring	 by	 pointing	 to	 its	 cause.	 So	 this
argument	 seems	 to	 be	 aimed	 at	 explanation	 instead	 of	 persuasion	 or
justification.

If	 that	 is	 its	 purpose,	what	 is	 the	 argument?	As	before,	 the	 argument	 has
two	 premises,	 so	 we	 need	 to	 ask	 whether	 they	 work	 together	 in	 a	 joint
structure	 or	 instead	 should	 be	 seen	 as	 independent	 explanations	 for	 the
conclusion.	If	they	are	independent,	then	we	really	have	two	arguments:
There	has	been	increased	poverty	…	.

Thus,	there	has	been	a	rapid	rise	of	urban	villages	in	recent	years.
There	have	been	increased	…	negative	impacts	of	climate	change.

Thus,	there	has	been	a	rapid	rise	of	urban	villages	in	recent	years.

When	we	split	the	argument	in	the	third	sentence	above,	we	saw	that	the	two
premises	 worked	 jointly,	 because	 each	 separate	 argument	 assumed	 a
suppressed	premise	close	to	the	explicit	premise	in	the	other	argument.	That	is
not	the	case	here.	Each	of	these	two	arguments	is	invalid,	so	each	does	indeed
assume	a	 suppressed	premise.	However,	 neither	 assumes	 the	premise	 in	 the
other	 argument.	 To	 that	 extent,	 these	 arguments	 work	 independently:	 One
explanation	 is	 poverty,	 and	 the	 other	 is	 climate	 change.	 This	 structure	 is
sometimes	described	as	branching.

Starting	with	the	poverty	argument,	what	suppressed	premise	is	needed	to
make	it	valid?	The	story	was	already	mentioned	above:	When	people	become
poor,	 they	 have	 no	 option	 better	 than	 to	 move	 into	 bad	 housing	 with	 bad



services,	so	they	are	willing	to	put	up	with	life	in	urban	villages.	With	a	few
additions,	we	can	build	this	explanation	into	an	argument	like	this:
Poverty	has	increased	rapidly	in	recent	years.

As	poverty	increases,	there	are	more	poor	people	who	are	willing	to	live	in	bad	housing	with	bad
services.	(suppressed	premise)
Therefore,	there	has	been	a	rapid	rise	in	recent	years	of	poor	people	who	are	willing	to	live	in	bad
housing	with	bad	services.

As	more	people	become	willing	to	live	in	bad	housing	with	bad	services,	urban	villages	increase	in
number	and	size.	(suppressed	premise)
Therefore,	there	has	been	a	rapid	rise	of	urban	villages	in	recent	years.

This	 reconstruction	puts	 quite	 a	 few	words	 into	 Jauncey’s	mouth,	 but	 some
additions	like	these	are	needed	to	make	each	part	of	this	argument	valid.	They
are	also	supposed	to	capture	his	story	about	how	poverty	explains	the	rise	in
urban	villages.

The	climate	argument	works	similarly	but	needs	to	be	clarified	in	one	way.
The	 premise	 refers	 to	 “negative	 impacts”	 of	 climate	 change	 without
specifying	 which	 negative	 impacts	 matter.	 In	 particular,	 climate	 change	 is
likely	 to	 kill	 many	 people.	 However,	 deaths	 cannot	 by	 themselves	 lead	 to
urban	villages,	since	people	living	in	urban	villages	are	alive,	of	course.	What
creates	 urban	 villages	 is	 displacement.	 When	 some	 people	 are	 killed	 by
storms	 due	 to	 climate	 change,	 other	 people	 then	 leave	 the	 areas	 that	 were
destroyed	by	the	storms,	perhaps	in	order	to	avoid	being	killed	themselves	or
perhaps	 because	 their	 old	 housing	 was	 destroyed	 by	 the	 storms	 that	 killed
others.	These	movements	of	people	to	avoid	the	effects	of	climate	change	are
what	Jauncey	probably	meant	to	cite	as	an	explanation	of	urban	villages.	If	so,
this	branch	of	the	argument	can	be	reconstructed	like	this:
Climate	change	has	increased	rapidly	in	recent	years.

As	climate	change	increases,	many	people	are	displaced.	(suppressed	premise)
Therefore,	many	people	have	been	displaced	rapidly	in	recent	years.

As	more	people	are	displaced,	urban	villages	increase	in	size	and	number.	(suppressed	premise)
Therefore,	there	has	been	a	rapid	rise	of	urban	villages	in	recent	years.

This	 argument	 is	 valid	 but	 would	 not	 be	 valid	 without	 the	 suppressed
premises,	and	Jauncey	would	presumably	accept	 those	suppressed	premises.
Thus,	 this	 reconstruction	 is	a	 fair	 representation	of	what	he	probably	had	 in
mind.

The	 conclusion	 of	 the	 climate	 argument	 is	 the	 same	 as	 in	 the	 poverty
argument,	 so	one	could	 say	 that	 the	 two	arguments	work	 together	 to	give	 a
more	 complete	 explanation	 of	 the	 rate	 at	 which	 urban	 villages	 are	 rising.
Urban	 villages	 increase	 even	 more	 rapidly	 when	 both	 poverty	 and	 climate
change	 lead	 more	 people	 to	 move	 into	 urban	 villages.	 Nonetheless,	 each



reason	by	 itself	 could	be	 seen	 as	 adequate	 to	 explain	why	 the	 rise	of	 urban
villages	has	been	rapid,	even	if	together	they	explain	why	it	has	been	so	very
rapid.

As	 before,	 to	 reconstruct	 Jauncey’s	 argument	 is	 not	 to	 endorse	 it.	 Even
though	we	are	trying	to	make	it	look	as	good	as	possible,	our	reconstruction
actually	specifies	which	premises	critics	could	attack	or	question.	Are	poverty
and	climate	change	really	increasing	so	fast?	Do	poverty	and	climate	change
really	 displace	 people	 and	 lower	 their	 expectations?	Do	 these	 effects	 cause
poor	people	to	move	into	urban	villages?	Jauncey	might	or	might	not	be	able
to	 answer	 such	 questions.	 If	 not,	 critics	 might	 reject	 his	 argument	 and	 his
conclusion.

Reconstruction	 does	 not	 always	 lead	 to	 a	 good	 argument.	 Indeed,
sometimes	it	is	not	possible	to	reconstruct	an	argument	in	any	way	that	makes
it	 look	 any	 good	 at	 all.	 Nonetheless,	 even	 in	 such	 cases,	 reconstructing	 an
argument	can	still	help	us	understand	it.	This	method	can	also	show	us	how	to
determine	 whether	 it	 is	 good	 as	 well	 as	 how	 good	 it	 is.	 In	 that	 way,
reconstruction	 paves	 the	 path	 to	 evaluation,	 which	 is	 the	 topic	 of	 the	 next
chapter.
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HOW	TO	EVALUATE	ARGUMENTS

AFTER	 WE	 IDENTIFY	 AN	 ARGUMENT	 along	 with	 its	 purpose	 and
structure	and	fill	it	out	with	suppressed	premises,	we	finally	reach	the	time	to
evaluate	it—that	is,	to	ask	whether	it	is	any	good.	To	call	something	good,	as
we	saw,	is	to	say	that	it	meets	the	relevant	standards.	So,	what	are	the	relevant
standards	for	arguments?

One	standard	is	pragmatic.	Just	as	we	call	an	advertisement	good	when	it
increases	sales,	because	that	is	its	purpose,	so	we	call	an	argument	good	when
it	serves	 its	 intended	purpose.	 If	an	argument	 is	presented	 to	persuade	some
audience,	then	it	is	good	in	this	pragmatic	way	to	the	extent	that	it	succeeds	in
persuading	 that	 audience.	 However,	 the	 argument	 might	 persuade	 only	 by
tricking	its	audience	into	believing	something	that	they	have	no	real	reason	to
believe.	The	argument	might	give	no	reason	at	all	or	only	a	very	bad	reason.
Then	it	persuades	without	justifying.

If	we	seek	justification,	understanding,	and	truth	instead	of	only	persuasion,
then	we	hold	arguments	to	a	higher	standard.	We	want	arguments	that	provide
good	and	adequate	reasons	or	at	least	some	real	reason	as	opposed	to	a	trick
or	misdirection.	But	then	we	need	standards	for	determining	when	reasons	are
good	 in	 some	 epistemic	 sense	 that	 has	 to	 do	 with	 truth	 and	 justification
instead	 of	 only	 belief	 or	 persuasion.	That	 is	 the	 kind	 of	 standard	 and	 value
that	we	discuss	in	this	chapter.

The	particular	relation	to	truth	and	justification	that	an	arguer	claims	can	be
revealed	 by	 the	 argument’s	 form.	 Some	 arguers	 want	 their	 premises	 to
guarantee	 their	 conclusions	 whereas	 others	 are	 happy	 with	 some	 evidence
well	 short	 of	 any	 guarantee.	 On	 this	 basis,	 it	 is	 common	 to	 distinguish
deductive	from	inductive	forms	of	arguments,	so	we	will	follow	that	tradition,
although	we	will	see	that	this	distinction	is	problematic	in	some	ways.

WAS	SHERLOCK	HOLMES	A	MASTER	OF	DEDUCTION?

Let’s	 start	 with	 a	 few	 simple	 examples.	 Imagine	 someone	 who	 argues	 like



this:

(I)				 Noel	is	a	Brazilian.
Therefore,	Noel	speaks	Portuguese.

This	argument	 is	clearly	not	valid,	because	Noel	could	easily	be	a	Brazilian
who	does	not	speak	Portuguese.	Maybe	Noel	 is	a	baby	who	is	 too	young	to
speak	 any	 language	 or	 a	 recent	 immigrant	 who	 has	 not	 yet	 learned
Portuguese.

Despite	these	weaknesses,	it	is	easy	to	add	a	single	suppressed	premise	that
makes	this	argument	valid:

(II)				 All	Brazilians	speak	Portuguese.
Noel	is	a	Brazilian.
Therefore,	Noel	speaks	Portuguese.

Now	 it	 is	 not	 possible	 for	 both	 premises	 to	 be	 true	when	 the	 conclusion	 is
false.	If	the	conclusion	is	false	because	Noel	does	not	speak	Portuguese,	then
either	Noel	 is	not	a	Brazilian	(in	which	case	 the	second	premise	 is	 false)	or
Noel	 is	 a	Brazilian	who	does	 not	 speak	Portuguese	 (in	which	 case	 the	 first
premise	 is	 false).	 This	 relation	 between	 its	 premises	 and	 conclusion	makes
argument	(II)	valid.

Great,	so	it	is	valid!	Does	that	make	argument	(II)	any	better	than	argument
(I)?	No.	Adding	the	suppressed	premise	that	turned	invalid	(I)	into	valid	(II)
simply	 shifted	 any	 doubts	 from	 the	 relation	 between	 the	 premises	 and
conclusion	 in	 (I)	 to	 the	 first	 premise	 in	 (II).	 This	 shift	 merely	 raises	 the
question	of	whether	we	should	accept	that	added	premise.

What	kind	of	evidence	could	support	the	premise	that	all	Brazilians	speak
Portuguese?	 Maybe	 the	 speaker	 generalized	 from	 the	 Brazilians	 whom	 he
knows.	Then	his	argument	might	seem	like	this:

(III)				 All	Brazilians	whom	I	know	speak	Portuguese.
Noel	is	a	Brazilian.
Therefore,	Noel	speaks	Portuguese.

Unfortunately,	 now	 the	 argument	 is	 back	 to	 being	 invalid,	 because	 it	 is
possible	that	I	do	not	know	Noel,	who	does	not	speak	Portuguese	even	though
he	is	a	Brazilian.

Another	 possibility	 is	 that	 the	 arguer	 read	 on	 Wikipedia	 that	 Brazilians
speak	Portuguese,	and	he	assumed	this	meant	all	Brazilians.

(IV)				 Wikipedia	says	that	Brazilians	speak	Portuguese.



Therefore,	all	Brazilians	speak	Portuguese.
Noel	is	a	Brazilian.
Therefore,	Noel	speaks	Portuguese.

The	last	three	lines	are	just	like	argument	(II),	so	that	second	part	is	still	valid.
However,	 the	 inference	 from	 the	 first	 line	 to	 the	 second	 line	 is	 clearly	 not
valid,	because	Wikipedia	might	be	wrong	or	might	have	been	referring	only
to	Brazilians	in	general	rather	than	to	every	single	Brazilian,	including	babies
and	recent	immigrants.

This	sequence	of	arguments	teaches	an	important	lesson.	Argument	(II)—
repeated	in	lines	2–4	of	(IV)—is	the	only	one	that	is	valid.	By	squeezing	the
argument	into	this	stilted	form,	the	speaker	suggests	that	he	intends	argument
(II)	to	be	valid.	After	all,	it	is	obviously	valid,	and	it	took	effort	to	formulate	it
to	be	valid,	so	the	speaker	must	have	wanted	it	to	be	valid	and	to	appear	valid.
In	 contrast,	 arguments	 (I),	 (III),	 and	 the	 first	 two	 lines	 of	 (IV)	 are	 all
obviously	 invalid,	 so	 speakers	would	 not	 formulate	 these	 arguments	 in	 this
way	 if	 they	 intended	 these	 arguments	 to	 be	 valid.	 This	 contrast	 shows	 that
some	speakers	intend	their	arguments	to	be	valid,	while	others	do	not.

That	intention	is	the	difference	between	deductive	and	inductive	arguments.
An	argument	is	deductive	if	its	proponent	intends	it	to	be	valid.	An	argument
is	inductive	if	its	proponent	does	not	intend	it	to	be	valid.	Thus,	argument	(II)
is	 deductive,	 but	 arguments	 (I)	 and	 (III)	 are	 inductive.	 Argument	 (IV)
combines	 an	 inductive	 argument	 in	 its	 first	 two	 lines	 with	 a	 deductive
argument	in	its	lines	2–4.

It	might	seem	odd	to	distinguish	forms	of	arguments	in	terms	of	what	their
proponents	intended.	The	reference	to	intention	is	needed,	however,	because
of	bad	deductive	arguments,	like	this:

(V)				 All	Brazilians	speak	Portuguese.
All	citizens	of	Portugal	speak	Portuguese.
Therefore,	all	Brazilians	are	citizens	of	Portugal.

If	speakers	were	ever	confused	enough	to	give	this	invalid	argument,	then	the
fact	 that	 they	 put	 it	 in	 this	 form	would	 suggest	 that	 they	 intended	 it	 to	 be
valid.	 That	 intention	 explains	 why	 we	 would	 classify	 this	 argument	 as
deductive,	even	though	it	is	invalid	and	fallacious.

This	 way	 of	 distinguishing	 deduction	 and	 induction	 shows	 why	 that
distinction	is	important.	Since	deductive	arguments	are	intended	to	be	valid,	it
is	fair	to	criticize	them	for	being	invalid.	In	contrast,	the	fact	that	an	inductive
argument	is	invalid	is	no	criticism	at	all,	because	it	is	not	intended	to	be	valid.
To	criticize	an	inductive	argument	for	being	invalid	is	just	as	inappropriate	as



criticizing	 a	 rugby	 ball	 for	 failing	 as	 a	 football	 (or	 soccer	 ball),	 when	 the
rugby	ball	was	never	intended	for	use	in	that	other	game.

Although	 this	 notion	 of	 deduction	 is	 common	 among	 philosophers	 and
logicians,	others	conceive	of	deduction	very	differently.	Some	people	say	that
induction	 rises	 from	 particulars	 to	 generalizations.	 This	 characterization	 is
inaccurate,	because	some	inductive	arguments	run	in	the	reverse	direction,	as
we	will	see.

Another	 potential	 source	 of	 confusion	 is	 Sir	 Arthur	 Conan	 Doyle,	 who
described	his	fictional	detective,	Sherlock	Holmes,	as	a	master	of	the	science
of	 deduction	 because	 Holmes	 could	 draw	 conclusions	 from	 minor
observations	that	others	overlooked.	In	one	story,	Holmes	glimpses	a	man	on
the	street	and	immediately	pegs	him	as	“an	old	soldier	…	served	in	India	…
Royal	Artillery.”	How	could	he	 tell	 so	much	 so	quickly?	“Surely,	 answered
Holmes,	 “it	 is	 not	 hard	 to	 say	 that	 a	 man	 with	 that	 bearing,	 expression	 of
authority,	and	sun-baked	skin,	is	a	soldier,	 is	more	than	a	private,	and	is	not
long	from	India	…	.	He	had	not	the	cavalry	stride,	yet	he	wore	his	hat	on	one
side,	as	 is	 shown	by	 the	 lighter	 skin	on	 that	 side	of	his	brow.	His	weight	 is
against	his	being	a	sapper	[a	soldier	who	works	on	fortifications].	He	is	in	the
artillery.”1	 These	 inferences	 are	 amazing,	 but	 are	 they	 deductive?	Well,	 the
arguments	are	clearly	not	valid,	because	it	is	possible	that	the	man	is	an	actor
playing	 the	 part	 of	 an	 old	 artilleryman	 in	 India.	 Since	 their	 invalidity	 is	 so
obvious,	 it	 is	unlikely	 that	anyone	as	smart	as	Holmes	would	have	 intended
them	to	be	valid.	So	these	arguments	are	not	deductive	by	our	definition.	That
does	not	mean	that	the	arguments	are	no	good.	Their	brilliance	is	the	point	of
the	incident	in	the	story.	Still,	instead	of	being	a	master	of	deduction,	Holmes
is	a	master	of	induction—in	the	philosophical	sense	of	these	terms.

WHAT’S	SO	GREAT	ABOUT	DEDUCTION?

Why	did	Conan	Doyle	misleadingly	describe	Sherlock	Holmes	as	a	master	of
deduction	instead	of	induction?	Perhaps	to	heap	the	highest	possible	praise	on
Holmes’s	 reasoning.	Many	people	assume	 that	deduction	 is	 somehow	better
than	 induction.	 The	 comparisons	 among	 arguments	 (I)–(V)	 should	 already
make	 us	 skeptical	 of	 this	 assumption,	 but	 it	 is	 worth	 asking	why	 so	many
people	believe	it.

One	 reason	 for	 preferring	 deduction	 might	 be	 that	 it	 seems	 to	 achieve
certainty	 by	 ruling	 out	 all	 possibilities.	 A	 valid	 argument	 excludes	 any
possibility	of	a	false	conclusion	when	its	premises	are	true.	Another	apparent
advantage	of	deduction	 is	 that	validity	 is	 indefeasible	 in	 the	sense	 that	 if	an
argument	 is	 valid,	 then	 adding	 an	 extra	 premise	 can	 never	make	 it	 invalid.



(Just	try	it	with	argument	(II).)	Addition	cannot	invalidate	validity.

These	 features	 of	 deduction	 seem	 desirable	 if	 you	 want	 certainty.
Unfortunately,	you	can’t	always	get	what	you	want,	according	to	philosophers
Mick	 Jagger	 and	Keith	 Richards.	 The	 appearance	 of	 certainty	 in	 deductive
arguments	 is	 an	 illusion.	 The	 conclusion	 of	 a	 valid	 argument	 is	 guaranteed
only	if	its	premises	are	true.	If	its	premises	are	not	true,	then	a	valid	argument
shows	 nothing.	 Hence,	 when	 we	 cannot	 be	 certain	 of	 its	 premises,	 a
deductively	valid	argument	cannot	create	certainty	about	its	conclusion.

An	argument’s	validity	does	rule	out	 the	option	of	believing	 the	premises
and	denying	 the	conclusion,	but	you	still	have	several	alternatives:	You	can
either	accept	 the	conclusion	or	deny	a	premise.	 In	argument	 (II)	above,	you
can	deny	the	conclusion	that	Noel	speaks	Portuguese	as	long	as	you	give	up
either	 the	 premise	 that	 Noel	 is	 Brazilian	 or	 the	 other	 premise	 that	 all
Brazilians	 speak	Portuguese.	The	argument	 cannot	 tell	you	whether	 its	own
premises	are	 true,	 so	 it	 cannot	 force	you	 to	accept	 its	conclusion	as	 long	as
you	are	willing	to	give	up	one	of	its	premises.

This	point	is	ossified	in	the	adage:	“One	person’s	modus	ponens	is	another
person’s	modus	tollens.”	Recall	that	modus	ponens	is	the	argument	form	“If	x,
then	y;	x;	so	y,”	whereas	modus	tollens	is	the	argument	form	“If	x,	then	y;	not
y;	so	not	x.”	In	modus	ponens,	the	antecedent	x	is	accepted,	so	the	consequent
y	 is	also	accepted.	But	 in	modus	tollens,	 the	consequent	y	 is	 rejected,	so	 the
antecedent	 x	 is	 also	 rejected.	 The	 conditional	 “If	 x,	 then	 y”	 cannot	 tell	 us
whether	to	accept	its	antecedent	x	and	then	apply	modus	ponens	or	instead	to
deny	 its	 consequent	 y	 and	 then	 apply	 modus	 tollens.	 Similarly,	 a	 valid
argument	 cannot	 tell	 us	 whether	 to	 accept	 its	 premises	 and	 then	 accept	 its
conclusion	or	 instead	 to	 reject	 its	 conclusion	 and	 then	 also	 reject	 one	of	 its
premises.	As	a	 result,	 the	valid	argument	by	 itself	 cannot	 tell	us	whether	 to
believe	its	conclusion.

We	 cannot	 easily	 give	 up	 either	 premise	 if	 both	 premises	 are	 certain	 or
justified.	However,	 all	 that	 shows	 is	 that	 the	 real	 force	of	 a	 valid	 argument
comes	not	from	its	validity	but	from	the	justifications	for	its	premises.	If	my
only	 reason	 to	 believe	 that	 all	 Brazilians	 speak	 Portuguese	 is	 that	 all
Brazilians	whom	I	know	speak	Portuguese,	 then	 it	 is	hard	 to	 see	why	valid
argument	 (II)	 is	 any	 better	 than	 invalid	 argument	 (III).	 The	 only	 real
difference	 is	 that	 the	 uncertainty	 in	 argument	 (II)	 is	 about	 its	 first	 premise,
whereas	the	uncertainty	in	argument	(III)	is	about	the	relation	of	its	premises
to	 its	conclusion.	Neither	form	of	argument	avoids	uncertainty.	They	simply
locate	that	uncertainty	in	different	places.

For	these	reasons,	we	need	to	give	up	our	quest	for	certainty.2	One	way	to



curtail	this	impossible	dream	is	to	turn	from	deductive	arguments	to	inductive
arguments.	Inductive	arguments	are	not	intended	to	be	valid	or	certain.	They
do	 not	 try	 or	 pretend	 to	 rule	 out	 every	 contrary	 possibility.	 They	 admit	 to
being	defeasible	 in	 the	sense	that	further	 information	or	premises	can	turn	a
strong	 inductive	 argument	 into	 a	 weak	 one.	 All	 of	 this	 might	 seem
disappointing,	 but	 it	 is	 actually	 invigorating.	 The	 realization	 that	 more
information	could	make	a	difference	motivates	further	inquiry.	A	recognition
of	 uncertainty	 also	 brings	 humility	 and	 openness	 to	 contrary	 evidence	 and
competing	positions.	These	are	advantages	of	inductive	arguments.

HOW	STRONG	ARE	YOU?

Since	inductive	arguments	by	definition	do	not	aim	at	validity,	what	do	they
aim	at?	The	answer	is	strength.	An	inductive	argument	is	better	if	its	premises
provide	stronger	reasons	for	its	conclusion.	Satisfied?	I	hope	not.	You	should
be	 asking,	 “But	 what	 is	 strength?	 It	 is	 a	 relation	 between	 premises	 and
conclusion,	but	how	can	we	tell	when	one	reason	or	argument	is	stronger	than
another?	And	what	makes	it	stronger?”

No	answer	has	achieved	consensus.	The	notion	of	inductive	strength	is	still
highly	 controversial,	 but	 one	 natural	 way	 to	 think	 about	 strength	 is	 as
probability.	On	this	view,	the	strength	of	an	inductive	argument	is	(or	depends
on)	 the	 conditional	 probability	 of	 its	 conclusion,	 given	 its	 premises.	 An
inductive	argument	 is	 stronger	when	 the	probability	of	 its	conclusion,	given
its	premises,	is	higher.

To	 understand	 this	 standard	 of	 strength,	 we	 need	 to	 learn	 a	 little	 about
conditional	probability.	Imagine	an	area	of	India	where	it	rains	one	out	of	five
days	 in	 general,	 but	 it	 rains	 four	 out	 of	 five	 days	 during	monsoon	 season.
What	 is	 the	 probability	 that	 it	 will	 rain	 there	 on	 Gandhi’s	 birthday?	 That
depends	on	the	date	of	Gandhi’s	birthday.	If	you	have	no	idea	when	Gandhi’s
birthday	 is,	 it	 is	 reasonable	 to	estimate	 this	probability	as	one	out	of	five	or
0.20.	But	suppose	you	discover	that	Gandhi’s	birthday	is	during	the	monsoon
season	 in	 this	 area	 of	 India.	 With	 that	 extra	 information,	 it	 now	 becomes
reasonable	to	estimate	the	probability	of	rain	on	Gandhi’s	birthday	as	four	out
of	 five	 or	 0.80.	 This	 new	 figure	 is	 the	 conditional	 probability	 of	 rain	 on
Gandhi’s	birthday	in	this	area,	given	that	his	birthday	is	during	the	monsoon
season	in	that	area.

The	 application	 to	 inductive	 arguments	 is	 straightforward.	 Consider	 this
argument:
Our	parade	will	occur	on	Gandhi’s	birthday	in	that	area.

Therefore,	it	will	rain	on	our	parade.



This	argument	is	neither	valid	nor	deductive,	so	it	makes	sense	to	evaluate	it
by	 the	 inductive	 standard	 of	 strength.	 The	 premise	 by	 itself	 gives	 no
information	about	when	Gandhi’s	birthday	is,	so	the	conditional	probability	of
the	conclusion,	given	the	premise,	is	0.20.	That	argument	is	not	very	strong,
since	 it	 is	more	 likely	 than	not	 that	 it	won’t	 rain	 there	 then,	 given	only	 the
information	in	the	premises.	But	now	let’s	add	a	new	premise:
Our	parade	will	occur	on	Gandhi’s	birthday	in	that	area.

Gandhi’s	birthday	is	during	monsoon	season	in	that	area.
Therefore,	it	will	rain	on	our	parade.

The	 argument	 is	 still	 not	 valid,	 but	 it	 is	 stronger,	 because	 the	 conditional
probability	of	the	conclusion,	given	the	premise,	has	risen	to	0.80.	The	extra
information	 in	 the	 new	 premise	 increases	 the	 probability.	 All	 of	 this	 is
common	 sense.	 If	 you	 do	 not	 know	 when	 Gandhi’s	 birthday	 is,	 the	 first
argument	is	not	a	strong	reason	to	reschedule	the	parade.	But	when	someone
adds,	“That’s	during	monsoon	season!”	then	it	makes	sense	to	reschedule	the
parade,	unless	you	like	walking	in	the	rain.3

HOW	DO	I	INDUCE	THEE?	LET	ME	COUNT	THE	WAYS

What	is	in	the	grab	bag	of	inductive	arguments?	Let’s	reach	deep	into	the	bag
and	see	what	comes	out.

Imagine	that	you	want	to	open	a	restaurant,	and	you	have	chosen	a	location
in	Edinburgh,	but	you	have	not	yet	decided	whether	to	serve	Ethiopian	food
or	 Turkish	 food,	 your	 chef’s	 two	 specialties.	 The	 success	 of	 the	 restaurant
depends	on	how	many	people	in	the	neighborhood	like	each	kind	of	food.	To
answer	this	crucial	question,	you	ask	random	people	in	the	neighborhood	and
discover	 that	60%	like	Turkish	 food	but	only	30%	like	Ethiopian	 food.	You
conclude	 that	 these	 same	 percentages	 hold	 throughout	 the	 whole
neighborhood.	This	 inference	 is	a	statistical	generalization	 that	argues	from
premises	about	the	small	sample	that	you	tested	to	a	conclusion	about	a	larger
group.	 Such	 generalizations	 are	 inductive	 arguments	 because	 they	 are	 not
intended	 to	 be	 valid.	 The	 tested	 sample	 clearly	might	 not	match	 the	whole
neighborhood.

Next	you	need	to	test	items	for	your	menu.	You	decide	to	try	them	out	on
friends	 and	 neighbors,	 but	 you	 do	 not	want	 to	 test	 Turkish	 food	 on	 people
who	 do	 not	 like	 it,	 since	 they	won’t	 come	 to	 your	 restaurant	 anyway.	 You
wonder	whether	your	neighbor	 to	 the	 south	of	your	 restaurant	 likes	Turkish
food.	You	don’t	 know	anything	 special	 about	 him,	 so	 you	 conclude	 that	 he
probably	 has	 a	 60%	 chance	 of	 liking	 Turkish	 food.	 This	 argument	 can	 be
called	a	statistical	application,	 because	 it	 applies	 a	 generalization	 about	 the



whole	 population	 to	 an	 individual.	 It	 is	 inductive,	 because	 it	 is	 clearly	 not
valid.	 It	 could	 underestimate	 the	 probability	 if,	 for	 example,	 your	 neighbor
happens	to	be	Turkish.

Finally,	 your	 restaurant	 opens,	 but	 nobody	 shows	 up.	 Why	 not?	 The
explanation	 cannot	 be	 that	 people	 in	 the	 neighborhood	 do	 not	 like	 Turkish
food,	since	60%	do.	The	explanation	cannot	be	that	your	prices	are	too	high
or	 that	your	dishes	taste	bad,	because	potential	customers	do	not	know	your
prices	or	quality	yet.	The	explanation	cannot	be	lack	of	advertising,	because
you	 have	 big	 banners,	 a	 fancy	website,	 and	 advertisements	 in	 local	 papers.
Then	you	hear	that	someone	has	been	spreading	rumors	that	your	restaurant	is
filled	 with	 cockroaches.	 Who?	 Nobody	 else	 would	 have	 a	 motive,	 so	 you
suspect	the	owner	of	the	older	restaurant	across	the	street.	This	conclusion	is
supported	 by	 an	 inference	 to	 the	 best	 explanation.	 It	 is	 also	 an	 inductive
argument,	because	its	premises	give	some	reason	to	believe	your	conclusion,
but	your	suspicions	could	still	be	wrong.

Although	discouraged,	 you	 regain	hope	when	you	 remember	 the	 story	of
another	Turkish	restaurant	that	had	a	rough	first	month	but	then	later	became
extremely	popular	as	soon	as	people	tried	it.	That	other	restaurant	is	a	lot	like
yours,	so	you	conclude	that	your	restaurant	will	also	probably	take	off	soon.
This	argument	 from	analogy	 is	 inductive,	 because	 it	 is	 clearly	not	 valid	but
does	give	some	reason	for	hope.

Luckily,	your	restaurant	turns	into	a	huge	success.	Customers	pile	in.	What
attracts	 them	 to	your	 restaurant?	To	 find	out,	you	 lower	your	prices	 a	 little,
but	that	has	no	effect	on	turnout.	Then	you	check	your	records	to	see	which
dishes	 customers	order	more	often,	but	nothing	 sticks	out.	Your	 curiosity	 is
piqued,	so	you	drop	items	off	your	menu	one	by	one	and	observe	changes	in
the	clientele.	There	is	a	big	drop	in	customers	when	you	take	kokoreç	off	the
menu.	Kokoreç	consists	of	lamb	or	goat	intestines	wrapped	around	seasoned
hearts,	 lungs,	 and	 kidneys.	 You	 had	 no	 idea	 that	 local	 people	 like	 offal	 so
much,	 but	 your	 experiment	 supports	 the	 conclusion	 that	 this	 dish	 is	 what
causes	people	to	come	to	your	restaurant.	This	causal	reasoning	is	inductive,
because	it	is	possible	that	something	else	is	the	cause,	so	the	argument	is	not
valid,	but	it	still	gives	you	some	reason	to	believe	its	conclusion.	Accordingly,
you	put	kokoreç	back	on	your	menu.

All	goes	well	until	your	restaurant	is	robbed.	The	only	witness	reports	that
the	 robber	 drive	 off	 in	 a	 Fiat.	 Only	 a	 small	 percentage	 (2%)	 of	 cars	 in
Edinburgh	 are	 Fiats,	 so	 the	 witness’s	 report	 is	 surprising,	 and	 you	 wonder
whether	 to	 trust	 it.	 You	 and	 the	 police	 estimate	 that	 this	 witness	 in	 these
lighting	conditions	will	identify	a	Fiat	correctly	around	90%	of	the	time	and
will	misidentify	another	kind	of	car	as	a	Fiat	 around	10%	of	 the	 time.	That



sounds	pretty	good,	but	 then	 (using	Bayes’s	 theorem)	you	calculate	 that	 the
probability	of	this	report	being	accurate	is	less	than	one	in	six.4	It	is	five	times
more	likely	that	the	witness	misidentified	another	car	as	a	Fiat.	This	argument
exemplifies	reasoning	about	probability.

This	 story	 could	 go	 on,	 but	 it	 already	 includes	 six	 kinds	 of	 inductive
arguments:	 statistical	 generalization,	 statistical	 application,	 inference	 to	 the
best	 explanation,	 argument	 from	 analogy,	 causal	 reasoning,	 and	 probability.
Each	of	these	forms	of	argument	is	common	in	many	areas	of	everyday	life.
Each	 has	 its	 own	 standards	 and	 can	 be	 performed	well	 or	 poorly.	Each	 has
special	fallacies	associated	only	with	it.	Instead	of	surveying	them	all,	I	will
focus	on	a	few	of	the	most	important	kinds	of	inductive	argument.5

HOW	CAN	DATES	AND	POLLS	GO	SO	WRONG?

Profiling	and	stereotypes	are	anathema	to	many	people.	Police	are	supposed
to	choose	whom	to	stop	or	arrest	by	observing	what	those	people	do	instead
of	what	they	look	like	or	where	they	are.	In	everyday	life,	many	people	aspire
to	Martin	Luther	King’s	vision:	“I	have	a	dream	that	my	four	 little	children
will	 one	day	 live	 in	 a	nation	where	 they	will	 not	be	 judged	by	 the	 color	of
their	skin,	but	by	the	content	of	their	character.”6	We	all	hope	to	be	treated	as
individuals	rather	than	as	members	of	groups.

Despite	 these	 hopes	 and	 dreams,	 all	 of	 us	 often	 use	 stereotypes	 about
groups	 to	 predict	 how	 other	 individuals	 will	 act.	 Marketing	 experts	 use
generalizations	 about	 groups	 to	 predict	 which	 customers	 will	 buy	 their
products,	 as	 with	 our	 Turkish	 restaurant.	 Doctors	 use	 risk	 factors—which
include	 group	 membership—to	 recommend	 medications	 and	 operations.
Insurance	agents	charge	individual	clients	on	the	basis	of	whether	they	belong
to	 groups	 that	 cost	 insurers	 expensive	 payments.	Universities	 decide	which
applicants	 to	 admit	 on	 the	 basis	 of	 their	 grades.	 We	 hope	 that	 these
professionals	will	not	judge	customers,	patients,	clients,	or	applicants	by	the
color	of	their	skin,	but	they	also	do	not	base	their	decisions	on	the	content	of
their	 character.	 They	 can’t,	 because	 they	 do	 not	 know	 the	 content	 of	 their
character.

In	many	contexts,	it	is	hard	to	see	how	we	could	do	without	stereotypes.	If	I
do	not	know	someone	at	all	but	I	need	to	make	a	fast	decision,	then	the	only
information	I	can	use	is	what	I	can	observe	quickly.	For	example,	if	a	stranger
in	a	public	bar	talks	casually	with	me	for	a	few	minutes	and	then	offers	to	buy
me	a	drink	or	dinner,	then	I	need	to	decide	whether	to	trust	this	stranger.	What
is	he	up	to?	As	we	saw,	Sherlock	Holmes	might	be	able	to	induce	a	great	deal
about	 this	 stranger,	 but	 most	 of	 us	 have	 no	 choice	 but	 to	 rely	 on	 a	 few



inaccurate	 generalizations	 based	 on	 our	 limited	 experience.	 We	 all	 do	 it,
whether	or	not	we	accept	the	stranger’s	offer.

These	cases	depend	on	arguments	up	and	down.	First,	 they	generalize	up
from	premises	about	a	sample	of	a	group	to	a	conclusion	about	the	group	as	a
whole.	 Second,	 they	 apply	 the	 resulting	 generalization	 back	 down	 to	 a
conclusion	 about	 the	 individual.	 These	 two	 stages	 can	 be	 described	 as
generalization	and	application.

Generalization

Each	 of	 these	 forms	 of	 argument	 introduces	 numerous	 complexities	 and
complications.	Even	the	most	sophisticated	reasoning	of	this	sort	can	go	badly
wrong.	Just	recall	the	surprising	mistakes	made	by	political	polls	in	the	Brexit
vote	 in	 the	 United	 Kingdom	 and	 also	 the	 2016	 presidential	 election	 in	 the
United	States.	In	those	cases,	even	professional	statisticians	with	tons	of	data
were	way	 off	 base.	 To	 avoid	 such	 errors	 and	 to	 fully	 understand	 statistical
generalizations	 and	 applications,	 we	 all	 need	 to	 take	 several	 courses	 in
statistics	and	probability,	and	then	we	need	to	gather	big	data	of	high	quality.
Who	has	 the	 time?	Luckily,	 a	 simple	 example	 can	 illustrate	 a	 few	common
methods	and	mistakes	without	going	into	technical	detail.

Imagine	 that	 you	 are	 seeking	 a	male	 life	 partner	who	will	 play	golf	with
you,	and	you	are	curious	about	online	dating	websites.	You	go	onto	one	site,
randomly	pick	ten	potential	dates,	and	ask	each	of	them	how	often	he	played
golf	in	the	last	six	months.	Only	one	of	them	reports	having	played	golf	at	all
in	the	last	six	months.	You	reason	that	only	10%	of	your	sample	played	golf
in	 the	 last	 six	 months,	 so	 around	 10%	 of	 people	 who	 use	 online	 dating
services	play	golf.	This	argument	is	a	statistical	generalization,	because	it	runs
from	a	premise	about	a	sample	(the	ten	you	asked)	to	a	conclusion	about	the
whole	group	(people	who	use	online	dating	sites).

On	the	next	day,	someone	else	who	uses	the	site	contacts	you.	You	decide
not	to	reply,	because	you	reason	like	this:	“This	person	uses	an	online	dating
website,	and	only	10%	of	online	dating	website	users	play	golf,	so	this	person
probably	does	not	play	golf—or,	more	precisely,	there	is	only	a	10%	chance
that	 this	 person	 played	 golf	 in	 the	 last	 six	 months.”	 This	 argument	 is	 a
statistical	application	because	it	applies	premises	that	include	a	generalization
about	the	whole	group	to	a	conclusion	about	this	particular	user.

Both	of	these	arguments	are	inductive,	because	they	are	clearly	not	valid.	It
is	possible	 that	only	10%	of	your	sample	plays	golf,	but	many	more	people
who	use	online	dating	services	play	golf.	It	is	also	possible	that	10%	of	people
who	use	online	dating	services	play	golf,	but	it	is	much	more	likely	that	this



individual	 plays	 golf.	 Because	 these	 possibilities	 are	 so	 obvious,	 this
argument	is	probably	not	intended	to	be	valid.

How	strong	are	these	inductive	arguments?	That	depends	on	the	probability
of	the	conclusion	given	the	premises.	To	assess	that,	we	need	to	ask	a	series	of
questions	to	determine	how	each	argument	could	go	astray.

The	first	question	to	ask	about	the	generalization	is	whether	its	premise	is
true.	Did	only	one	out	of	your	sample	of	ten	play	golf	in	the	last	six	months?
Even	if	only	one	reported	playing	golf	then,	maybe	more	of	them	played	golf,
but	they	chose	to	ignore	that	question;	or	maybe	they	played	golf	but	forgot
about	 it;	 or	maybe	 they	denied	playing	golf	because	 they	 thought	you	were
asking	 your	 question	 in	 order	 to	 weed	 out	 dates	 who	 play	 golf	 too	 often.
People	on	online	dating	sites	are	not	always	trustworthy.	What	a	surprise!

The	second	question	 is	whether	your	sample	 is	big	enough.	 It	 is	better	 to
ask	 ten	 than	 to	 ask	 only	 three,	 but	 it	would	 be	 better	 yet	 to	 ask	 a	 hundred,
although	it	would	take	a	long	time	to	gather	such	a	large	sample.	A	sample	of
ten,	 thus,	 gives	 your	 argument	 some	 strength,	 but	 not	much.	Whether	 it	 is
strong	enough	depends	on	how	much	 is	at	stake.	 If	 the	sample	 is	 too	small,
then	the	argument	commits	a	fallacy	called	hasty	generalization.

The	 third	 question	 is	whether	 your	 sample	 is	 biased.	A	 sample	 is	 biased
when	 the	 percentage	 of	 the	 sample	 with	 the	 feature	 you	 are	 seeking	 is
significantly	higher	or	lower	than	the	percentage	of	the	whole	group	with	that
feature.	Notice	that	even	a	large	sample	(such	as	100	or	1,000	online	daters)
can	 be	 biased.	 This	 bias	 could	 occur	 if	 most	 golfers	 use	 a	 different	 online
dating	website,	which	reduces	the	number	of	golfers	who	use	the	website	that
you	 are	 sampling.	 Then	 you	 should	 not	 use	 your	 sample	 to	 draw	 any
conclusion	about	how	many	people	who	use	online	dating	services	in	general
play	 golf.	 Even	 if	 you	 are	 interested	 only	 in	 this	 particular	 website,	 your
sample	might	be	biased	if	your	application	mentioned	that	you	play	golf,	and
the	 website	 used	 this	 information	 to	 suggest	 possible	 contacts.	 Then	 the
names	 that	 you	 received	 might	 include	 many	 more	 golfers	 than	 is
representative	of	the	website	as	a	whole.	Or	the	website	might	send	you	only
names	 of	 local	 users,	 and	 you	 might	 live	 in	 an	 area	 with	 fewer	 (or	 more)
golfers	than	other	areas.

Another	 way	 to	 bias	 your	 sample	 is	 by	 asking	 leading	 or	 misleading
questions.	The	percentage	of	affirmative	answers	would	probably	have	been
much	higher	if	you	had	asked,	“Would	you	ever	be	willing	to	play	golf?”	and
much	lower	 if	you	had	asked,	“Are	you	fanatical	about	golf?”	To	avoid	this
way	of	pushing	your	 results	 in	one	direction	or	 the	other,	you	asked,	“How
often	 did	 you	 play	 golf	 in	 the	 last	 six	 months?”	 This	 apparently	 neutral
question	still	might	have	hidden	biases.	If	you	ask	it	in	April,	many	golfers	in



snowy	climates	will	not	have	played	golf	in	six	months,	even	though	they	will
play	 as	much	 as	 they	 can	 after	 the	 snow	melts	 and	 their	 courses	 open.	 To
avoid	this	problem,	you	should	have	asked	about	a	full	year.	Or	maybe	they
really	do	like	to	play	golf,	but	they	have	nobody	to	play	golf	with,	so	they	are
also	 looking	 for	 a	 partner	 who	 plays	 golf.	 Then	 you	 should	 have	 asked
whether	 they	 want	 to	 play	 golf.	 The	 results	 of	 generalizations	 are	 often
affected	by	the	questions	used	to	gather	a	sample.

Overall,	 every	 inductive	 generalization	 from	 a	 sample	 needs	 to	 meet
several	standards.	First,	its	premises	must	be	true.	(Duh!	That	is	obvious,	but
people	 often	 forget	 it.)	 Second,	 its	 sample	must	 be	 large	 enough.	 (Obvious
again!	But	 people	 rarely	 bother	 to	 ask	 how	 big	 the	 sample	was.)	 Third,	 its
sample	must	not	be	biased.	(Bias	is	often	less	clear,	because	it	is	hidden	in	the
sampling	methods.)	You	will	 be	 fooled	 less	 often	 if	 you	get	 in	 the	 habit	 of
asking	whether	all	three	standards	are	met	whenever	you	encounter	or	give	an
inductive	generalization.

Application

The	next	kind	of	induction	applies	generalizations	back	down	to	individuals.
Our	example	was	this	argument:	“This	person	uses	an	online	dating	website,
and	 only	 10%	 of	 online	 dating	 website	 users	 play	 golf,	 so	 this	 person
probably	does	not	play	golf.”	How	strong	is	this	argument?

As	always,	 the	 first	question	 that	you	need	 to	ask	 is	whether	 its	premises
are	true.	If	not	(and	if	you	should	know	this),	then	this	argument	does	not	give
you	 a	 strong	 reason	 to	 believe	 the	 conclusion.	 But	 let’s	 assume	 that	 the
premises	are	true.

You	also	need	to	ask	whether	the	percentage	is	high	(or	low)	enough.	Your
argument	 would	 provide	 a	 stronger	 reason	 for	 its	 conclusion	 if	 its	 premise
cited	1%	instead	of	10%	and	a	weaker	reason	for	its	conclusion	if	its	premise
cited	30%	instead	of	10%.	And	if	its	premise	were	that	90%	of	online	daters
play	 golf,	 then	 it	 could	 provide	 a	 strong	 reason	 for	 the	 opposite	 conclusion
that	this	person	probably	does	play	golf.	These	numbers	affect	the	strength	of
this	kind	of	inductive	argument.

Another	 kind	 of	 mistake	 is	 more	 subtle	 and	 quite	 common.	What	 if	 the
person	who	contacts	you	on	 the	dating	website	 contacted	you	because	your
profile	 on	 the	 dating	 website	mentioned	 golf?	 Add	 that	 80%	 of	 users	 who
contact	people	because	their	profiles	mention	golf	are	themselves	golfers.	We
can	build	 this	new	information	 into	a	conflicting	statistical	application:	This
person	contacted	you	because	your	profile	mentioned	golf,	and	80%	of	users
who	 contact	 people	 because	 their	 profiles	 mention	 golf	 are	 themselves



golfers,	so	this	person	probably	does	play	golf—or,	more	precisely,	there	is	an
80%	chance	that	this	person	plays	golf.

Now	we	 have	 statistical	 applications	with	 opposite	 conclusions.	The	 first
said	 that	 this	 person	probably	does	not	 play	golf.	The	 second	 says	 that	 this
person	probably	does	play	golf.	Which	 is	more	 accurate?	Which	 should	we
trust?	 The	 crucial	 difference	 to	 notice	 is	 that	 these	 arguments	 cite	 different
classes,	called	reference	classes.	The	first	argument	cites	percentages	within
the	class	of	online	dating	website	users,	whereas	the	second	cites	percentages
within	 the	 class	 of	 those	 special	 online	 dating	 website	 users	 who	 contact
people	because	 their	 profiles	mention	golf.	The	 latter	 class	 is	 smaller	 and	 a
proper	 subset	 of	 the	 former	 class.	 In	 cases	 like	 this,	 assuming	 that	 the
premises	 are	 true	 and	 equally	 justified,	 the	 argument	 with	 the	 narrower
reference	class	usually	provides	a	stronger	reason,	because	its	information	is
more	specific	to	the	case	at	hand.

Conflicting	 reference	 classes	 are	 often	 overlooked	 by	 people	 who	 apply
generalizations	 to	 individual	 conclusions.	 This	 mistake	 combined	 with	 the
fallacy	 of	 hasty	 generalization	 lies	 behind	 a	 great	 deal	 of	 stereotyping	 and
prejudice.	We	 all	 depend	 on	 generalizations	 and	 stereotypes	 in	 some	 cases,
but	mistakes	 about	 disadvantaged	 and	 vulnerable	 ethnic,	 racial,	 and	 gender
groups	can	be	especially	harmful.	A	bigot	might	run	into	one	stupid,	violent,
or	 dishonest	member	 of	 an	 ethnic	 group.	 Every	 group	 has	 bad	 apples.	 The
bigot	 then	 hastily	 generalizes	 to	 the	 conclusion	 that	 everyone	 in	 that	 ethnic
group	 is	 similarly	 stupid,	violent,	or	dishonest.	Then	 the	bigot	meets	 a	new
member	of	that	ethnic	group,	and	applies	the	hasty	generalization.	The	bigot
concludes	that	this	new	individual	is	also	stupid,	violent,	or	dishonest,	without
considering	 the	 fact	 that	 this	 new	 individual	 also	 has	 other	 features	 that
indicate	 intelligence,	 pacifism,	 and	 honesty.	 The	 bigot’s	 small	 sample	 and
failure	to	consider	such	narrower	conflicting	reference	classes	show	how	bad
reasoning	 can	 play	 a	 role	 in	 originating	 and	 maintaining	 prejudice.	 Bad
reasoning	 is	not	 the	whole	story,	of	course,	since	emotion,	history,	and	self-
interest	also	fuel	bigotry,	but	we	still	might	be	able	to	reduce	some	prejudice
to	some	degree	by	avoiding	simple	mistakes	in	inductive	arguments.

WHY	DID	THAT	HAPPEN?

Our	next	form	of	 inductive	reasoning	 is	 inference	 to	 the	best	explanation.	 It
might	be	the	most	common	form	of	all.	When	a	cake	does	not	rise,	the	baker
needs	to	figure	out	the	best	explanation	of	this	catastrophe.	When	a	committee
member	does	not	show	up	for	a	meeting,	colleagues	wonder	why.	When	a	car
does	not	start	in	the	morning,	its	owner	needs	to	find	the	best	explanation	in
order	to	figure	out	which	part	to	fix.	This	kind	of	inductive	argument	is	also



(1)

(2)

(3)

(4)

what	 detectives	 (like	 Sherlock	 Holmes)	 use	 to	 catch	 criminals.	 Detectives
infer	a	conclusion	about	who	did	it	because	that	conclusion	provides	the	best
explanation	of	 their	observations	of	 the	crime	scene,	 the	suspects,	and	other
evidence.	 Many	 crime	 dramas	 are,	 in	 effect,	 long	 inferences	 to	 the	 best
explanation.	 Science	 also	 postulates	 theories	 as	 the	 best	 explanation	 of
observed	 results	 in	 experiments,	 such	 as	when	 Sir	 Isaac	Newton	 postulates
gravity	to	explain	tides	or	paleontologists	hypothesize	a	meteor	to	explain	the
extinction	of	the	dinosaurs.

These	arguments	share	a	certain	form:

Observation:	Some	surprising	phenomenon	needs	to	be	explained.

Hypothesis:	A	certain	hypothesis	explains	the	observations	in	(1).

Comparison:	 The	 explanation	 in	 (2)	 is	 better	 than	 any	 alternative
explanation	of	the	observations	in	(1).

Conclusion:	The	hypothesis	in	(2)	is	correct.

In	our	examples,	the	observations	in	(1)	are	the	cake	not	rising,	the	colleague
missing	the	meeting,	the	car	not	starting,	the	crime	occurring,	the	tides	rising,
and	the	dinosaurs	disappearing.	Each	argument	then	needs	a	set	of	competing
hypotheses	to	compare	plus	some	reasons	to	prefer	one	of	those	explanations.

Inferences	to	the	best	explanation	are	clearly	not	valid,	since	it	is	possible
for	the	conclusion	(4)	to	be	false	when	the	premises	(1)–(3)	are	all	true.	That
lack	of	validity	is,	however,	a	feature	rather	than	a	bug.	Inferences	to	the	best
explanation	are	not	 intended	 to	be	valid,	 so	 it	 is	unfair	 to	criticize	 them	 for
failing	to	be	valid—just	as	it	would	be	unfair	to	criticize	a	bicycle	for	failing
to	work	in	the	ocean.

Inferences	to	the	best	explanation	still	need	to	meet	other	standards.	They
can	go	astray	when	any	of	their	premises	is	false.	Sometimes	an	inference	to
the	best	explanation	is	defective	because	the	observation	in	premise	(1)	is	not
accurate.	A	detective	might	be	misled	when	he	 tries	 to	explain	 the	blood	on
the	car	seat,	when	the	stain	 is	 really	beetroot	 juice.	An	inference	 to	 the	best
explanation	can	also	go	astray	when	 the	hypothesis	 in	premise	 (2)	does	not
really	 explain	 the	 observation.	 You	 might	 think	 that	 your	 car	 did	 not	 start
because	it	was	out	of	fuel	when	actually	the	starter	did	not	even	begin	to	turn
over,	and	 lack	of	 fuel	cannot	explain	 that	observation,	since	 the	starter	does
turn	 over	 when	 it	 is	 out	 of	 fuel	 (but	 not	 when	 the	 electrical	 system	 fails).
Perhaps	 the	most	common	problem	for	 inferences	 to	 the	best	explanation	 is
when	premise	(3)	is	false	either	because	a	competing	hypothesis	is	better	than
the	arguer	 thinks	or	because	 the	arguer	overlooked	an	alternative	hypothesis
that	provides	an	even	better	explanation.	You	might	think	that	your	colleague



(1*)

(2*)

missed	 the	meeting	because	she	forgot,	when	really	she	was	hit	by	a	car	on
the	way	to	the	meeting.	Such	mistakes	can	lead	to	regret	and	apologies.

Overall,	some	inferences	to	the	best	explanation	can	provide	strong	reasons
to	believe	their	conclusions,	as	when	a	detective	provides	evidence	beyond	a
reasonable	doubt	that	a	defendant	is	guilty.	In	contrast,	other	inferences	to	the
best	 explanation	 fail	miserably,	 such	 as	when	beetroot	 juice	 is	mistaken	 for
blood.	In	order	to	determine	how	strong	an	inference	to	the	best	explanation
is,	we	need	to	look	carefully	at	each	premise	and	also	at	the	conclusion.

Hussein’s	Tubes

Let’s	 try	 this	 with	 a	 controversial	 example.	 Some	 of	 the	 most	 important
inferences	 to	 the	best	 explanation	 lie	 behind	political	 decisions,	 such	 as	 the
decision	by	the	United	States	to	start	the	Iraq	war.	In	his	testimony	before	the
United	Nations	Security	Council	on	February	5,	2003,	United	States	Secretary
of	State	Colin	Powell	gave	this	argument:
Saddam	Hussein	is	determined	to	get	his	hands	on	a	nuclear	bomb.	He	is	so	determined	that	he	has
made	repeated	covert	attempts	to	acquire	high-specification	aluminum	tubes	from	eleven	different
countries	…	.	There	is	controversy	about	what	these	tubes	are	for.	Most	U.S.	experts	think	they	are
intended	 to	 serve	 as	 rotors	 in	 centrifuges	 to	 enrich	 uranium.	 Other	 experts,	 and	 the	 Iraqis
themselves,	argue	 that	 they	are	 really	 to	produce	 the	 rocket	bodies	 for	a	conventional	weapon,	a
multiple	rocket	launcher	…	.	First,	it	strikes	me	as	quite	odd	that	these	tubes	are	manufactured	to	a
tolerance	 that	 far	 exceeds	 U.	 S.	 requirements	 for	 comparable	 rockets.	 Maybe	 Iraqis	 just
manufacture	their	rockets	to	a	higher	standard	than	we	do,	but	I	don’t	think	so.	Second,	we	actually
have	 examined	 tubes	 from	 several	 different	 batches	 that	 were	 seized	 clandestinely	 before	 they
reached	Baghdad.	What	we	notice	in	these	different	batches	is	a	progression	to	higher	and	higher
levels	of	specification	…	.	Why	would	they	continue	refining	the	specifications?	Why	would	they
go	to	all	the	trouble	for	something	that,	if	it	was	a	rocket,	would	soon	be	blown	into	shrapnel	when
it	went	off?	…	These	illicit	procurement	efforts	show	that	Saddam	Hussein	is	very	much	focused
on	putting	in	place	the	key	missing	piece	from	his	nuclear	weapons	program,	the	ability	to	produce
fissile	material.7

Of	course,	I	do	not	endorse	this	argument.	There	are	many	reasons	to	doubt
its	premises	and	conclusion,	especially	given	what	we	learned	later.	My	goal
is	only	to	understand	it.

The	most	natural	way	to	understand	Powell’s	argument	is	as	an	inference	to
the	best	explanation.	He	mentions	a	surprising	phenomenon	that	needs	to	be
explained	and	compares	three	potential	explanations	of	that	phenomenon,	so
his	argument	fits	cleanly	into	the	form	above:

Observation:	 Saddam	 Hussein	 made	 repeated	 covert	 attempts	 to
acquire	 high-specification	 aluminum	 tubes	 that	 were	 increasingly
refined.

Hypothesis:	Hussein’s	desire	to	produce	fissile	material	and	use	it	to
make	 a	 nuclear	 bomb	 could	 explain	 why	 he	 made	 the	 attempts



(3*)

(4*)

described	in	(1*).

Comparison:	The	explanation	in	(2*)	 is	better	 than	any	alternative
explanation	 of	 the	 observations	 in	 (1*),	 including	 Hussein’s
reported	 desire	 to	 produce	 conventional	 rocket	 bodies	 and	 higher
standards	in	Iraqi	manufacturing.

Conclusion:	Hussein	desires	to	produce	fissile	material	for	a	nuclear
bomb.

Powell	 adds	 more	 to	 back	 up	 his	 premises,	 but	 let’s	 start	 with	 the	 central
argument	 (1*)–(4*).	Reconstructing	 the	argument	 in	 this	 form	should	 reveal
or	clarify	how	its	premises	work	together	 to	provide	some	reason	to	believe
its	 conclusion.	But	 how	 strong	 is	 that	 reason?	To	 assess	 the	 strength	 of	 the
argument,	we	need	to	go	through	the	premises	and	conclusion	carefully.

Premise	(1*)	raises	several	questions.	How	high	were	the	specifications	of
the	 tubes	 that	Hussein	 tried	 to	obtain?	How	do	we	know	that	he	 insisted	on
such	high	specifications?	How	many	attempts	did	he	make?	How	long	ago?
Were	they	covert	in	the	sense	of	being	hidden	from	everyone	or	only	from	the
United	 States?	 Why	 did	 he	 hide	 them?	 Although	 such	 questions	 are
important,	Powell	could	probably	answer	them,	and	he	does	cite	evidence	of
Hussein’s	attempts	 in	other	parts	of	his	 testimony,	so	 it	makes	sense	here	 to
focus	attention	on	his	other	premises.

Premise	 (2*)	 adds	 that	 the	 phenomena	 in	 (1*)	 can	 be	 explained	 by
Hussein’s	desire	 to	produce	 fissile	material	 for	 a	nuclear	bomb.	This	makes
sense.	People	who	desire	to	make	fissile	material	will	want	to	acquire	what	is
necessary	to	make	it,	and	high-specification	aluminum	tubes	were	needed	to
produce	fissile	material.	Indeed,	the	high	specifications	were	needed	only	for
fissile	material	of	 the	kind	used	 in	nuclear	bombs,	and	 there	would	be	 little
use	for	this	kind	of	fissile	material	except	in	making	nuclear	bombs.	At	least
that	is	what	Powell	assumes.

The	most	 serious	problems	 arise	 in	 premise	 (3*).	This	 premise	 compares
Powell’s	 preferred	 explanation	 in	 (2*)	 with	 two	 competitors:	 a	 desire	 to
produce	 conventional	 rocket	 bodies	 and	 higher	 Iraqi	 standards	 in
manufacturing	 rockets.	 Powell	 focuses	 on	 rocket	 bodies	 because	 that
explanation	was	offered	by	Hussein	himself.	Still,	Powell’s	argument	would
fail	 if	any	other	explanation	was	as	strong	as	Powell’s	preferred	explanation
in	(2*),	so	we	need	to	consider	both	alternatives.

Powell	 criticizes	 the	 alternative	 explanation	 in	 terms	 of	 conventional
rockets	by	asking	rhetorical	questions:	“Why	would	they	continue	refining	the
specifications?	Why	would	they	go	to	all	the	trouble	for	something	that,	if	it
was	a	rocket,	would	soon	be	blown	into	shrapnel	when	it	went	off?”	His	point



here	 is	 that	 the	explanation	 in	 terms	of	conventional	 rockets	 fails	 to	explain
the	 continual	 refinements	 because	 rockets	 do	 not	 require	 these	 refinements,
whereas	 his	 preferred	 explanation	 in	 terms	 of	 nuclear	 bombs	 succeeds	 in
explaining	 these	 additional	 observations.	 Its	 ability	 to	 explain	 more
observations	is	what	is	supposed	to	make	his	explanation	better.

This	 increased	explanatory	power	 is	a	common	ground	for	preferring	one
explanation	to	another.	Suppose	that	the	hypothesis	that	Gregor	killed	Maxim
explains	why	 the	 boot	 prints	 outside	 the	murder	 scene	 are	 size	 14,	 because
Gregor	wears	size	14	boots,	but	this	hypothesis	cannot	explain	why	those	boot
prints	have	 their	distinctive	 tread	pattern,	because	Gregor	does	not	own	any
boots	 with	 that	 tread	 pattern.	 Then	 that	 explanation	 is	 not	 as	 good	 as	 the
hypothesis	that	Ivan	killed	Maxim,	if	Ivan	wears	size	14	and	also	owns	boots
with	 that	 distinctive	 tread	 pattern.	We	 prefer	 hypotheses	 that	 explain	more.
Powell	 is	 simply	 applying	 this	 general	 principle	 to	 the	 case	 of	 aluminum
tubes.

This	 argument	 is	 still	 subject	 to	 many	 objections.	 Critics	 could	 deny	 or
doubt	 that	 Iraq	 did	 continue	 refining	 the	 specifications,	 in	which	 case	 there
would	 be	 no	 need	 to	 explain	 this.	 Or	 they	 could	 reply	 that	 these	 continual
refinements	 were	 needed	 for	 conventional	 rockets,	 so	 the	 alternative
hypothesis	does	explain	 the	observations.	To	avoid	 these	objections,	Powell
needs	background	arguments	that	are	not	included	in	the	quoted	passage.	Still,
even	without	 delving	 deeper,	 our	 reconstruction	 has	 pinpointed	 at	 least	 two
issues	for	further	exploration.

The	other	alternative	that	Powell	mentions	is	that	“Iraqis	just	manufacture
their	rockets	to	a	higher	standard	than	we	do.”	Here	Powell	seems	to	have	his
tongue	in	his	cheek.	That	is	why	he	thinks	all	he	needs	to	say	in	response	is
simply,	 “I	 don’t	 think	 so.”	 This	 sarcastic	 assurance	 seems	 to	 build	 on	 the
assumption	 that	 US	 manufacturing	 is	 at	 least	 as	 precise	 as	 Iraqi
manufacturing.	That	assumption	might	be	obvious	 to	 this	audience,	but	 it	 is
striking	 that	 Powell	 does	 not	 explicitly	 give	 any	 reason	 to	 favor	 his	 own
explanation	above	this	alternative.

It	 need	 not	 always	 be	 a	 problem	 to	 ignore	 or	 dismiss	 an	 alternative
explanation	without	 argument.	 Some	 alternative	 explanations	 are	 so	 clearly
inadequate	that	they	do	not	deserve	any	effort	at	refutation.	Every	inference	to
the	best	explanation	would	need	 to	be	 irritatingly	 long	 in	order	 to	deal	with
every	fool	alternative.	Nonetheless,	this	failure	to	argue	against	an	alternative
does	reduce	 the	potential	audience	for	 the	argument.	 It	cannot	 reach	anyone
with	any	inclination	to	accept	this	alternative	explanation.

The	most	serious	weakness	in	Powell’s	argument	lies	not	in	the	alternatives
he	 does	mention	 but	 in	 the	 alternatives	 he	 does	 not	mention.	 This	 problem



pervades	inferences	to	the	best	explanation.	Just	recall	any	murder	mystery	in
which	a	new	suspect	appears	after	the	detectives	thought	that	they	had	already
solved	 the	 case.	 The	 same	 kind	 of	 possibility	 can	 undermine	 Powell’s
argument,	 but	 here	 the	 suspects	 are	 hypotheses.	 To	 refute	 his	 argument,	 all
Powell’s	 opponents	 need	 to	 produce	 is	 one	 other	 viable	 hypothesis	 that
explains	the	relevant	data	at	least	as	well	as	Powell’s.

Notice	that	opponents	do	not	have	to	produce	a	better	alternative.	If	all	they
want	to	show	is	that	he	has	not	justified	his	conclusion,	then	all	they	need	to
show	is	that	there	is	one	alternative	at	least	as	good	as	his.	If	two	alternative
explanations	 tie	 for	 top	 place,	 then	 Powell’s	 argument	 cannot	 determine
which	of	the	top	two	is	correct.	In	that	case,	Powell’s	opponents	win,	because
he	is	the	one	who	is	trying	to	argue	for	one	of	them	over	the	other.

Still,	it	might	be	hard	to	come	up	with	even	one	decent	alternative.	Maybe
Hussein	was	controlled	by	aliens	who	eat	fissile	material,	but	he	did	not	want
any	 for	himself.	You	cannot	 falsify	 that	 alternative	hypothesis	 if	 there	 is	no
way	 to	 detect	 the	 presence	 of	 such	 aliens.	 Nonetheless,	 these	 aliens	 would
violate	 well-established	 laws	 of	 physics,	 so	 we	 have	 plenty	 of	 reason	 to
dismiss	this	hypothesis	as	silly.	A	little	more	realistically,	maybe	Hussein	had
OCD	 (obsessive-compulsive	 disorder),	 and	 that	 is	 why	 he	 continually
demanded	more	refined	tubes.	However,	he	did	not	show	symptoms	of	OCD
in	other	areas	of	his	life,	so	there	is	no	independent	evidence	that	he	had	this
mental	 disorder	 (though	 maybe	 he	 had	 others,	 such	 as	 narcissism).
Hypotheses	like	these	are	clearly	not	even	decent	explanations.

What	we	really	need	for	a	realistic	explanation	to	be	as	good	as	Powell’s	is
some	common	and	plausible	motive	that	would	make	Hussein	seek	more	and
more	 refined	aluminum	 tubes.	Well,	maybe	he	wanted	 to	use	 these	 tubes	 in
some	 innocent	 kind	 of	 manufacturing.	 Maybe,	 but	 that	 hypothesis	 lacks
explanatory	power—it	cannot	explain	much—until	we	make	it	more	specific.
What	kinds	of	 products	 are	 such	 refined	 tubes	needed	 to	manufacture?	The
hypothesis	 that	Hussein	was	planning	 to	use	 the	 tubes	 to	manufacture	 some
other	product	also	cannot	explain	why	Hussein	mentioned	only	conventional
rockets	in	his	defense.	And	Powell	already	rejected	the	rocket	hypothesis.

Thus,	it	is	at	least	not	easy	to	come	up	with	any	explanation	that	is	as	good
as	Powell’s.	Of	course,	this	difficulty	might	be	due	to	my	(and	your?)	lack	of
knowledge	 about	 rockets,	 fissile	material,	 and	 Iraqi	manufacturing.	 Even	 if
we	 cannot	 come	 up	 with	 any	 viable	 alternative,	 there	 still	 might	 be	 some
explanation	 that	 is	 as	 good	 as	Powell’s.	Nonetheless,	 in	 the	 absence	 of	 any
such	 alternative,	 Powell’s	 argument	 does	 give	 some	 reason	 to	 believe	 his
conclusion.

Other	 problems	 arise,	 however,	when	we	 look	 closely	 at	 that	 conclusion.



The	conclusion	of	an	inference	to	the	best	explanation	is	supposed	to	be	the
same	as	the	hypothesis	that	explains	the	observations.	However,	people	who
use	 this	 form	 of	 argument	 often	make	 subtle	 changes	 in	 their	 conclusions.
That	happens	here.	First,	Hussein’s	attempts	to	acquire	the	tubes	occurred	in
the	past.	What	explains	these	attempts	is	a	desire	at	the	past	time	when	those
attempts	were	made.	However,	 the	conclusion	 is	 about	 the	present:	Hussein
desires—not	desired—to	produce	fissile	material	for	a	nuclear	bomb.	Powell
exchanged	“s”	for	“d”!	Moreover,	the	present	tense	is	essential.	Powell	wants
to	 justify	 invading	 Iraq	 soon	 after	 his	 testimony.	 His	 argument	 would	 not
work	 if	Hussein	used	 to	desire	 fissile	material	 in	 the	past	but	no	 longer	has
that	desire	at	present.	Thus,	Powell	 at	 least	owes	us	 some	 reason	 to	believe
that	Hussein	has	not	changed.

Similarly,	what	if	Hussein	still	desires	fissile	material	for	a	nuclear	bomb,
but	he	has	little	or	no	chance	of	getting	any	of	what	he	desires?	The	Rolling
Stones	 are	 right	 again:	 You	 can’t	 always	 get	 what	 you	 want.	 Then	 the
conclusion	 that	 Hussein	 wants	 fissile	 material	 for	 nuclear	 bombs	 would
hardly	be	enough	to	 justify	 invading	Iraq.	A	lot	of	other	world	 leaders	want
nuclear	bombs,	but	the	United	States	is	not	justified	in	invading	all	of	them.
An	 invasion	could	be	 justified	only	 if	 it	would	avoid	 some	harm	or	danger,
but	 a	 mere	 desire	 for	 nuclear	 bombs	 without	 any	 chance	 of	 fulfilling	 that
desire	 would	 not	 be	 harmful	 or	 dangerous—or	 at	 least	 not	 harmful	 or
dangerous	enough	to	justify	invasion.	Thus,	Powell	also	owes	us	some	reason
to	believe	that	Hussein	has	a	significant	chance	of	getting	nuclear	bombs.

These	gaps	show	that	Powell’s	argument	is	at	best	incomplete.	As	always,
my	 job	here	 is	not	 to	determine	whether	he	was	correct,	much	 less	whether
the	United	States	was	justified	in	invading	Iraq.	I	doubt	it,	partly	because	of
what	we	 have	 learned	 in	 intervening	 years,	 but	 that	 does	 not	matter	 in	 this
context.	 My	 goal	 is	 only	 to	 understand	 Powell	 and	 his	 argument	 better.
Admitting	 these	 gaps	 in	 his	 argument	 is	 completely	 compatible	 with
admitting	that	his	argument	still	achieves	something:	it	gives	us	some	reason
to	believe	the	conclusion	that	Hussein	desired	to	produce	fissile	material	for	a
nuclear	 bomb.	As	with	many	 arguments,	we	understand	 the	 argument	more
fully	if	we	recognize	both	its	accomplishments	and	also	its	limits.

This	 example	 also	 teaches	 other	 lessons.	 Powell’s	 argument	 shows	 that
inferences	to	the	best	explanation	can	have	important	effects	even	when	they
are	 incomplete	 or	 worse.	 Like	 other	 arguments,	 inferences	 to	 the	 best
explanation	 can	 persuade	 without	 justifying.	 We	 all	 need	 to	 learn	 how	 to
evaluate	 inferences	 to	 the	 best	 explanation	 in	 order	 to	 avoid	 such	mistakes
and	all	of	their	accompanying	costs.
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HOW	NOT	TO	ARGUE
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HOW	TO	AVOID	FALLACIES

THERE’S	GOOD	NEWS	AND	BAD	NEWS.	Good	arguments	are	valuable,
but	bad	arguments	can	be	devastating,	as	we	saw	in	Colin	Powell’s	testimony
to	 the	United	Nations.	 In	 less	extreme	cases,	bad	arguments	can	mislead	us
into	 wasting	 money	 on	 superfluous	 insurance	 or	 unreliable	 used	 cars,
believing	 fairytales	 and	 delusions,	 and	 adopting	 destructive	 government
programs	as	well	as	failing	to	adopt	constructive	government	programs.	These
dangers	make	it	crucial	to	recognize	and	avoid	bad	arguments.

Bad	 arguments	 can	 obviously	 be	 intentional	 or	 unintentional.	 Sometimes
speakers	 present	 arguments	 that	 they	 see	 as	 good,	 even	 though	 their
arguments	are	really	bad.	These	are	mistakes.	 In	other	cases,	speakers	know
that	their	arguments	are	bad,	but	they	use	them	anyway	to	fool	others.	These
are	 tricks.	 The	 argument	 can	 be	 equally	 bad	 in	 either	 case.	 The	 only
difference	lies	in	the	arguer’s	awareness	and	intention.	It	is	important	to	detect
fallacies	in	both	cases.

The	 idiosyncrasies	 and	 variety	 of	 bad	 arguments	 preclude	 any	 complete
survey,	but	many	bad	arguments	do	fall	into	general	patterns	called	fallacies.
We	already	saw	several	common	fallacies,	including	affirming	the	consequent
and	denying	the	antecedent	in	deductive	arguments	plus	hasty	generalization
and	 overlooking	 conflicting	 reference	 classes	 in	 inductive	 arguments.	 Of
course,	false	premises	can	make	any	argument	bad	regardless	of	its	form.

This	 chapter	 introduces	 several	 more	 kinds	 of	 fallacies	 that	 often	 lead
people	 astray.	 I	 will	 focus	 on	 three	 general	 groups	 of	 fallacies	 that	 are
especially	common.

WHAT	DO	YOU	MEAN?

Our	 definition	 of	 arguments	 revealed	 not	 only	 the	 purpose	 and	 form	 of
arguments	 but	 also	 their	 material:	 arguments	 are	 made	 of	 language.	 Both
premises	and	conclusions	are	propositions	expressed	by	declarative	sentences
in	 some	 language.	 It	 should	 come	 as	 no	 surprise,	 then,	 that	 arguments	 fall



apart	when	 language	 breaks	 down,	 just	 as	 bridges	 fall	 apart	when	 there	 are
cracks	in	the	material	out	of	which	they	are	made.

Language	 can	 crack	 in	many	ways,	 but	 here	 the	 two	most	 common	 and
important	 defects	 are	 vagueness	 and	 ambiguity.	 Vagueness	 occurs	 when
words	 or	 sentences	 are	 not	 precise	 enough	 for	 the	 context.	 In	 a	 scavenger
hunt,	instructions	to	find	something	tall	are	too	vague	if	players	do	not	know
whether	they	can	win	by	producing	a	person	somewhat	above	average	height.
In	contrast,	ambiguity	occurs	when	a	word	has	two	distinct	meanings,	and	it	is
not	clear	which	meaning	the	speaker	intends.	If	I	promise	to	meet	you	next	to
the	bank,	 then	I	had	better	 tell	you	whether	 I	mean	 the	commercial	bank	or
the	river	bank.	A	single	word	can	sometimes	be	both	vague	and	ambiguous,
such	as	when	it	matters	where	exactly	the	river	bank	ends.

Double	Entendre

Ambiguity	is	rampant	in	newspaper	headlines.	One	of	my	favorite	examples
is	“Mrs.	Gandhi	Stoned	in	Rally	in	India.”1	Yes,	a	newspaper	actually	printed
that	headline.	It	can	mean	either	that	the	crowd	threw	stones	at	Mrs.	Gandhi
or	that	she	took	drugs	that	intoxicated	her.	You	had	to	read	the	article	to	find
out.	Another	favorite	is	“Police	Kill	Man	With	Ax.”	Here	the	issue	is	not	that
a	single	word	like	“stoned”	changes	meaning	but	instead	that	the	man	might
be	 “with	 ax”	 or	 the	 police	 might	 be	 “with	 ax.”	When	 grammar	 or	 syntax
creates	 ambiguity	 like	 this,	 it	 is	 called	amphiboly.	Either	 kind	of	 ambiguity
can	 produce	 amusement	 not	 only	 in	 headlines	 but	 also	 in	 jokes,	 such	 as	 “I
wondered	why	the	Frisbee	was	getting	bigger,	and	then	it	hit	me.”2

Such	 ambiguity	 is	 not	 as	 innocuous	 when	 it	 ruins	 arguments.	 Imagine
someone	arguing,	“My	neighbor	had	a	 friend	 for	dinner.	Anyone	who	has	a
friend	for	dinner	is	a	cannibal.	Cannibals	should	be	punished.	Therefore,	my
neighbor	should	be	punished.”	This	argument	is	fallacious,	but	why?	Its	first
premise	seems	to	mean	that	my	neighbor	invited	a	friend	over	to	his	house	to
eat	dinner.	In	contrast,	its	second	premise	refers	to	people	who	eat	friends	for
dinner.	 These	 premises,	 thus,	 use	 different	 meanings	 of	 the	 phrase	 “had	 a
friend	for	dinner.”	And	if	the	whole	argument	sticks	with	the	same	meaning	in
both	 premises,	 then	 one	 of	 the	 premises	 comes	 out	 clearly	 false.	 The	 first
premise	 is	 not	 true	 (I	 hope)	 if	 it	 means	 that	 my	 neighbor	 ate	 a	 friend	 for
dinner.	The	second	premise	is	not	true	if	it	refers	to	people	who	have	friends
over	 to	 their	 houses	 for	 dinner.	 Thus,	 the	 argument	 fails	 on	 either
interpretation.	This	fallacy	is	called	equivocation.

A	more	serious	example	is	the	widespread	argument	that	homosexuality	is
unnatural,	 so	 it	 must	 be	 immoral.	 This	 argument	 clearly	 depends	 on	 the



suppressed	 premise	 that	 what	 is	 unnatural	 is	 immoral.	 Adding	 that	 extra
premise,	 the	 argument	 looks	 like	 this:	 (1)	 Homosexuality	 is	 unnatural.	 (2)
Everything	unnatural	is	immoral.	Therefore,	(3)	homosexuality	is	immoral.

The	 force	 of	 this	 argument	 depends	 on	 the	word	 “unnatural.”	What	 does
“unnatural”	 mean	 here?	 It	 might	 mean	 that	 homosexuals	 violate	 laws	 of
nature,	but	that	cannot	be	correct.	Homosexuality	is	not	a	miracle,	so	premise
(1)	must	be	false	in	this	sense	of	“unnatural.”	Instead,	premise	(1)	might	mean
that	homosexuality	is	abnormal	or	an	exception	to	generalities	in	nature.	This
premise	is	true,	simply	because	homosexuality	is	statistically	uncommon.	But
now	 is	 premise	 (2)	 true?	 What	 is	 immoral	 about	 being	 statistically
uncommon?	It	 is	also	uncommon	to	play	 the	sitar	or	 to	 remain	celibate,	but
sitar-playing	and	celibacy	are	not	immoral.	On	a	third	interpretation,	premise
(1)	might	mean	that	homosexuality	is	artificial	rather	than	a	product	of	nature
alone,	as	in	food	with	“all	natural”	ingredients.	But	again,	what	is	wrong	with
that?	Some	artificial	ingredients	taste	good	and	are	good	for	you.	So	premise
(2)	again	comes	out	false	on	this	interpretation.

These	critics	of	homosexuality	might	mean	something	more	sophisticated,
such	 as	 contrary	 to	 evolved	purposes.	This	 interpretation	 is	more	 charitable
and	plausible.	Their	idea	might	be	that	it	is	dangerous	to	go	against	evolution,
such	as	when	someone	tries	to	hammer	a	nail	with	his	head,	since	our	heads
did	not	evolve	to	pound	nails.	This	principle	plus	the	added	premises	that	the
evolved	purpose	of	 sex	organs	 is	 to	produce	 children	 and	 that	 homosexuals
use	their	sex	organs	for	purposes	other	than	to	produce	children	might	seem	to
support	the	conclusion	that	homosexuality	is	dangerous	or	immoral.

How	can	homosexuals	and	their	allies	respond	to	this	argument?	First,	they
can	 deny	 that	 the	 only	 evolutionary	 purpose	 of	 sex	 organs	 is	 to	 produce
children.	 We	 also	 evolved	 in	 such	 a	 way	 that	 sex	 can	 bring	 pleasure	 and
express	 love	 in	 heterosexuals	 as	 well	 as	 homosexuals.	 There	 is	 nothing
unnatural	 about	 those	 other	 purposes.	 Sex	 can	 serve	 many	 evolutionary
purposes.	 Second,	 defenders	 of	 homosexuality	 can	 deny	 that	 it	 is	 always
dangerous	or	immoral	to	use	bodily	organs	apart	from	their	evolved	purposes.
Our	ears	did	not	evolve	to	hold	jewelry,	but	that	does	not	make	it	immoral	to
wear	earrings.	By	the	same	token,	the	claim	that	homosexuals	do	not	use	their
sex	organs	for	their	evolved	purposes	also	would	not	show	anything	immoral
about	homosexuality.

Finally,	 the	 argument	 might	 use	 “unnatural”	 to	 mean	 something	 like
“contrary	 to	God’s	plan,	 intention,	or	design	 for	nature.”	The	main	problem
with	 this	 move	 is	 to	 show	 why	 defenders	 of	 homosexuality	 should	 accept
premise	(1),	which	now	claims	that	homosexuality	is	contrary	to	God’s	plan
or	design.	This	premise	assumes	that	God	exists,	that	God	has	a	relevant	plan,



and	 that	 homosexuality	 violates	 that	 plan.	 Many	 critics	 of	 homosexuality
accept	those	assumptions,	but	their	opponents	do	not.	Thus,	it	is	not	clear	how
this	 argument	 is	 supposed	 to	 have	 any	 force	 against	 anyone	 who	 did	 not
already	agree	with	its	conclusion.

Overall,	 then,	 this	 argument	 that	 homosexuality	 is	 immoral	 because	 it	 is
unnatural	 suffers	 from	 a	 central	 ambiguity.	 It	 commits	 the	 fallacy	 of
equivocation.	 This	 criticism	 does	 not	 end	 the	 discussion.	 Defenders	 of	 the
argument	 can	 still	 try	 to	 respond	 by	 delivering	 a	 different	 meaning	 of
“unnatural”	 that	 makes	 its	 premises	 true	 and	 justified.	 Alternatively,
opponents	of	homosexuality	could	shift	to	a	different	argument.	But	they	need
to	 do	 something.	 The	 burden	 is	 on	 them.	 They	 cannot	 rely	 on	 this	 simple
argument	in	its	present	form	if	it	equivocates.

This	 example	 illustrates	 a	 pattern	 of	 questions	 that	 we	 should	 ask	 every
time	 we	 suspect	 a	 fallacy	 of	 equivocation.	 First	 ask	 which	 word	 seems	 to
change	meaning.	Then	 ask	which	 different	meanings	 that	word	 could	 have.
Then	specify	one	of	those	meanings	at	each	point	where	that	word	occurs	in
the	 argument.	 Then	 ask	 whether	 the	 premises	 come	 out	 true	 and	 provide
enough	 reason	 for	 the	 conclusion	 under	 that	 interpretation.	 If	 one	 of	 these
interpretations	yields	a	strong	argument,	 that	one	meaning	 is	enough	for	 the
argument	 to	 work.	 But	 if	 none	 of	 these	 interpretations	 yields	 a	 strong
argument,	then	the	argument	commits	the	fallacy	of	equivocation,	unless	you
simply	failed	to	find	the	meaning	that	saves	the	argument.

Slip	Sliding	Away

The	 second	 way	 for	 language	 to	 lack	 clarity	 is	 vagueness.	 Vagueness	 is
explored	in	a	massive	literature	in	philosophy,3	which	discusses	such	pressing
issues	as	how	many	grains	 it	 takes	 to	make	a	heap	of	 sand.	Vagueness	also
raises	practical	issues	every	day.

My	friends	often	show	up	late.	Don’t	yours?	Suppose	Maria	agreed	to	meet
you	around	noon	for	lunch,	and	she	arrives	at	one	second	after	noon.	That	is
still	around	noon,	isn’t	it?	What	if	she	arrives	two	seconds	after	noon?	That’s
still	around	noon,	right?	Three	seconds?	Four	seconds?	You	would	not	accuse
her	 of	 being	 late	 if	 she	 arrived	 thirty	 seconds	 after	 noon,	 would	 you?
Moreover,	one	more	second	cannot	make	a	difference	to	whether	or	not	she	is
late.	It	would	be	implausible	to	claim	that	fifty-nine	seconds	after	noon	is	not
late,	but	sixty	seconds	after	noon	is	late.	Now	we	have	a	paradox:	Maria	is	not
late	if	she	arrives	one	second	after	noon.	One	second	more	cannot	make	her
late	if	she	was	not	late	already.	These	premises	together	imply	that	she	cannot
ever	be	late	even	if	she	arrives	a	full	hour	after	noon,	since	an	hour	is	just	a
series	 of	 one	 second	 after	 another.	 The	 problem	 is	 that	 this	 conclusion	 is



clearly	false,	because	she	is	definitely	late	if	she	arrives	an	hour	after	noon.

This	paradox	arises	partly	because	we	started	with	the	vague	term	“around
noon.”	 There	 would	 be	 no	 (or	 less)	 paradox	 if	 Maria	 agreed	 to	 meet	 you
before	noon.	But	that	is	the	point.	Vagueness	leads	to	paradox,	and	we	cannot
avoid	 using	 vague	 terms	 in	 our	 everyday	 speech,	 so	 how	 can	 we	 avoid
paradox?	We	can’t.

Does	 this	 paradox	 matter?	 It	 does	 if	 we	 want	 to	 understand	 vagueness
theoretically.	 It	 also	 matters	 practically	 if	Maria	 is	 so	 late	 that	 we	 need	 to
decide	whether	to	complain	or	leave	or	order	lunch	without	her.	At	what	time
do	such	actions	become	justified?	I	recall	sitting	for	many	minutes	wondering
about	this	issue.

No	 matter	 how	 long	 we	 wait,	 we	 definitely	 should	 not	 reach	 some
conclusions.	 Several	 philosophers	 argue	 in	 effect	 that	 nobody	 is	 ever	 really
late	because	there	is	no	precise	time	at	which	someone	becomes	late	(at	least
when	they	promise	to	arrive	around	noon).	Some	also	conclude	that	 there	 is
no	 real	 difference	 between	 being	 on	 time	 and	 being	 late.	 This	 kind	 of
reasoning	 is	 a	 conceptual	 slippery	 slope	 argument.	 It	 makes	 punctuality
unavoidable,	because	you	cannot	ever	really	be	late.

A	different	kind	of	 slippery	 slope	 focuses	not	on	concepts	but	 instead	on
causal	 effects.	 A	 causal	 slippery	 slope	 argument	 claims	 that	 an	 otherwise
innocuous	action	will	 probably	 lead	you	down	a	 slippery	 slope	 that	 ends	 in
disaster,	 so	 you	 should	 not	 do	 that	 first	 action.	 If	Maria	 arrives	 one	minute
late,	 and	nobody	complains,	 then	her	minor	 tardiness	might	make	her	more
likely	 to	 arrive	 two	minutes	 late	 the	next	 time,	 and	 then	 three	minutes	 late,
and	 then	 four	minutes	 late,	 and	 so	 on.	 Slippery	 slopes	 like	 this	 lead	 to	 bad
habits.

How	 do	we	 deal	with	 these	 problems?	We	 draw	 lines.	 If	Maria	 starts	 to
show	up	 too	 late,	 then	we	might	 tell	Maria,	 “If	you	are	not	 there	by	12:15,
then	 I	will	 leave.”	We	also	have	 to	carry	out	 this	 threat,	but	 there’s	nothing
wrong	with	 that,	 if	Maria	was	warned.	 It	might	 seem	 problematic	 to	 be	 so
arbitrary.	However,	although	it	 is	arbitrary	to	pick	12:15	instead	of	12:14	or
12:16,	we	still	do	have	reasons	to	draw	some	line	(How	else	are	we	going	to
get	Maria	 to	stop	showing	up	 later	and	 later?),	and	we	also	have	 reasons	 to
locate	our	line	within	a	certain	area	(after	12:01	and	before	1:00).	Our	reasons
for	drawing	a	line	between	limits	solve	the	practical	problem	of	slippery	slope
arguments,	even	if	they	leave	many	philosophical	issues	up	in	the	air.

Tardy	friends	are	annoying,	but	other	slippery	slope	arguments	raise	much
more	 serious	 issues,	 such	 as	 torture.	Torture	 is	 immoral	 in	 almost	 all	 cases,
but	the	guarding	term	“almost”	is	crucial.	There	is	no	justification	for	useless



torture,	as	at	Abu	Ghraib,	but	some	ethicists	defend	torture	when	it	is	likely	to
avoid	extreme	harm,	as	 in	 ticking	 time	bomb	cases.	 Imagine	 that	 the	police
capture	an	admitted	terrorist	who	has	planted	a	time	bomb	that	will	kill	many
people	soon	if	not	defused.	The	police	can	stop	the	slaughter	if	and	only	if	the
terrorist	 tells	 them	where	 the	bomb	 is,	but	he	 refuses	 to	 talk.	There	 is	 some
chance	that	he	will	reveal	the	bomb’s	location	if	they	inflict	enough	pain	on
him,	such	as	by	waterboarding.

Such	 cases	 are	 controversial,	 but	 the	 point	 here	 is	 just	 that	 common
arguments	 on	 both	 sides	 depend	 on	 vagueness	 and	 slippery	 slopes.	 One
continuum	is	the	number	of	people	who	would	be	harmed	if	 the	bomb	went
off.	There	is	no	precise	number	needed	to	justify	torture.	Another	continuum
is	 probability.	 Torture	 usually	 produces	 false	 information	 but	 still	 has	 some
chance	of	success.	It	 is	 impossible	to	say	precisely	how	high	the	probability
of	gaining	accurate	information	needs	to	be	in	order	to	justify	torture	to	save	a
certain	number	of	lives.	A	third	continuum	is	the	amount	of	suffering	caused
by	torture.	Waterboarding	for	a	minute	is	one	thing,	but	it	can	go	on	for	hours.
And	what	about	beating,	burning,	and	electrocuting?	Are	they	also	allowed?
How	much?	How	 long?	Again,	 it	 is	 impossible	 to	 say	 precisely	 how	much
pain	 is	 permitted	 for	 a	 specific	 increase	 in	 the	 chances	 of	 saving	 a	 specific
number	of	lives.

These	continuums	enable	conceptual	slippery	slope	arguments.	Here’s	one:
Police	 would	 not	 be	 justified	 in	 inflicting	 extreme	 pain	 only	 to	 reduce	 the
chances	of	a	terrorist	stink	bomb	by	0.00001%.	A	tiny	increase	in	the	amount
of	harm	prevented	or	 in	 the	probability	of	 success	or	 a	 tiny	decrease	 in	 the
amount	 of	 pain	 inflicted	 cannot	 change	 unjustified	 torture	 into	 justified
torture.	The	same	goes	for	 the	next	 tiny	 increment	and	so	on.	Therefore,	no
torture—indeed,	 no	 infliction	 of	 any	 pain	 during	 interrogation—is	 ever
justified.

This	argument	is	reversible.	Police	would	be	justified	in	making	a	suspect
sit	 in	an	uncomfortable	chair	for	a	minute	in	order	to	reduce	the	chances	by
10%	of	a	terrorist	nuclear	explosion	that	will	kill	millions.	A	tiny	decrease	in
the	number	of	people	saved	or	in	the	probability	of	success	or	a	tiny	increase
in	 the	 amount	 of	 pain	 cannot	 change	 justified	 interrogation	 into	 unjustified
torture.	 The	 same	 goes	 for	 the	 next	 tiny	 increment	 and	 so	 on	 down	 the
slippery	slope.	Therefore,	no	torture	is	ever	unjustified.

When	an	argument	runs	equally	smoothly	in	either	direction,	it	fails	in	both
directions	because	it	cannot	give	any	reason	why	one	conclusion	is	better	than
its	opposite.	The	general	lesson	is	that	we	all	need	to	test	our	own	arguments
by	asking	whether	opponents	can	give	similar	arguments	on	the	other	side.	If
so,	that	symmetry	is	a	strong	indication	that	our	own	argument	is	inadequate



as	it	stands.

That	 lesson	 still	 does	 not	 tell	 us	 how	 to	 stop	 sliding	 down	 the	 slippery
slope.	One	potential	 solution	 is	definition.	The	United	States	government	at
one	 point	 declared	 that	 interrogation	 is	 not	 torture	 unless	 it	 causes	 pain
equivalent	 to	 organ	 failure.4	 That	 definition	 was	 supposed	 to	 allow
interrogators	 to	 waterboard	 suspects	 for	 a	 long	 time	 without	 engaging	 in
torture.	However,	opponents	could	simply	define	torture	more	broadly.	They
might	say,	for	example,	that	police	torture	whenever	they	intentionally	cause
any	 physical	 pain.	 Then	 even	 a	 few	 seconds	 of	 waterboarding	 counts	 as
torture,	 but	 so	 does	 requiring	 suspects	 to	 stand	 (or	 sit	 in	 an	 uncomfortable
chair)	for	an	hour	if	that	is	intended	to	make	them	more	compliant.	Thus,	as
before,	opponents	can	make	the	same	move	in	opposite	directions.

Nonetheless,	definitions	do	provide	some	glimmer	of	hope.	It	is	not	enough
for	 such	 definitions	 to	 capture	 common	 usage,	 as	 in	 a	 dictionary.	Common
usage	is	too	vague	to	resolve	this	issue.	Instead,	definitions	of	torture	aim	at	a
practical	or	moral	goal.	They	try	to	(and	should)	group	together	all	cases	that
are	 similar	 in	 moral	 respects.	 As	 a	 result,	 opponents	 can	 discuss	 which
definition	achieves	this	goal.	That	debate	will	be	complex	and	controversial,
but	at	 least	we	know	what	needs	 to	be	done	to	make	progress	on	this	 issue:
We	need	to	determine	which	definition	leads	to	the	most	defensible	laws	and
policies.

What	 about	 the	 causal	 slippery	 slope?	 Here	 the	 two	 sides	 are	 not	 as
symmetrical.	 If	 we	 start	 waterboarding	 a	 little	 bit,	 this	 first	 step	 onto	 the
slippery	slope	seems	likely	to	break	down	psychological	and	legal	barriers	to
torture,	which	will	 lead	to	waterboarding	for	 longer	periods	of	 time	in	more
situations	 with	 less	 harm	 to	 avoid	 and	 less	 chance	 of	 success.	 That	 causal
slippery	slope	could	eventually	lead	to	widespread	unjustified	torture.	In	the
other	direction,	 if	we	 reduce	 extreme	 torture	 a	 little	 bit,	 it	 seems	much	 less
likely	 that	 this	minor	mercy	will	make	police	give	up	 interrogation	entirely.
The	 strong	motives	 for	 interrogation	will	 probably	 stop	 that	 causal	 slippery
slope	 from	 leading	 to	 disaster.	 Thus,	 the	 causal	 slippery	 slope	 argument
against	 torture	 cannot	 be	 dismissed	 as	 symmetrical	 in	 the	 same	way	 as	 the
conceptual	slippery	slope	argument	for	the	same	conclusion.

As	 always,	 I	 am	 not	 endorsing	 this	 argument	 or	 its	 conclusion.	 Indeed,
classifying	it	as	a	causal	slippery	slope	instead	of	a	conceptual	slippery	slope
reveals	 places	 where	 opponents	 can	 object.	 This	 argument	 depends	 on	 a
controversial	prediction:	A	little	bit	of	waterboarding	will	eventually	cause	a
lot	of	waterboarding.	That	premise	might	be	accurate,	but	 it	 is	not	obvious,
especially	 because	 institutions	 can	 adopt	 rules	 that	 limit	 the	 degree	 and
amount	of	 torture	 that	 is	 allowed.	 If	we	want	 to	 avoid	 extreme	 torture,	 two



options	might	work.	One	 is	 to	 forbid	all	 torture.	Another	 is	 to	enforce	 rules
that	limit	torture.	Of	course,	opponents	of	all	torture	will	deny	that	such	limits
can	 be	 enforced	 effectively,	 but	 they	 need	 to	 argue	 for	 that	 claim.	 In	 reply,
defenders	of	limited	torture	need	to	show	how	institutions	really	could	restrict
torture	effectively.	 It	 is	not	clear	how	 to	establish	either	of	 these	conflicting
premises,	 but	 our	 analysis	 of	 these	 arguments	 as	 causal	 slippery	 slopes	 has
made	progress	by	locating	and	clarifying	the	crucial	issue.

Whether	or	not	you	accept	the	argument	against	torture,	it	reveals	what	we
need	to	do	to	assess	any	slippery	slope	argument.	First	determine	whether	the
slippery	 slope	 is	 conceptual	 or	 causal.	 If	 it	 is	 conceptual,	 ask	 whether	 the
slope	 is	 equally	 slippery	 in	 the	 opposite	 direction	 and	whether	 the	 problem
can	 be	 solved	 by	 a	 definition	 that	 is	 justified	 by	 its	 practical	 or	 theoretical
benefits.	If	the	slippery	slope	is	causal,	ask	whether	setting	foot	on	the	slope
really	will	lead	to	disaster.	Asking	and	answering	these	questions	can	help	us
determine	which	slippery	slopes	we	really	do	need	to	avoid.

CAN	I	TRUST	YOU?

Our	 second	 group	 of	 fallacies	 raises	 questions	 about	 when	 premises	 are
relevant	 to	 the	 conclusion.	 It	 is	 surprising	 how	 often	 arguments	 jump	 from
premises	about	one	topic	to	a	conclusion	about	a	different	topic.

Blatant	 examples	occur	when	people	 fail	 to	answer	 the	question	 that	was
asked.	 This	 scam	 saturates	 political	 debates	 and	 undermines	 understanding.
We	all	need	to	learn	to	spot	it	and	stop	it.	We	need	to	notice	when	people	fail
to	answer	questions	and	then	call	them	out	publicly.

Here	we	will	 focus	 on	more	 subtle	 instances	 of	 irrelevance.	 Specifically,
many	arguments	present	premises	about	a	person	as	reasons	for	a	conclusion
about	 some	 proposition	 or	 belief.	 These	 arguments	 can	 be	 positive	 or
negative.	 One	might	 argue,	 “He’s	 a	 bad	 person,	 so	 what	 he	 says	 is	 false.”
Alternatively,	one	might	argue,	“He’s	a	good	person,	so	what	he	says	is	true.”
The	former	is	described	as	an	ad	hominem	argument,	whereas	the	latter	is	an
appeal	to	authority.	The	difference	lies	in	whether	the	argument	invites	me	to
distrust	or	to	trust	the	person.

Attacking	People

Here	is	a	classic	example	of	the	negative	pattern:
It’s	 an	 interesting	 question:	 Why	 do	 so	 many	 political	 protesters	 tend	 to	 be,	 to	 put	 it	 mildly,
physically	ugly?	…	[I]t	is	simply	a	visual	fact	that	the	students	and	non-students	marching	in	these
picket	lines	with	hand-lettered	placards	are	mostly	quite	unattractive	human	beings	…	.	They	are
either	 too	fat	or	 too	 thin,	 they	 tend	 to	be	strangely	proportioned	…	.	But	 if	nature	 failed	 to	give
most	of	 these	people	much	 to	work	with,	 they	 themselves	have	not	 improved	matters	much.	 Ill-



fitting	blue	jeans	seem	to	be	the	uniform.	Sloppy	shirts.	Hair	looks	unkempt,	unwashed.	They	wear
a	variety	of	stupid-looking	shoes.	Yuck.5

This	writer	is	clearly	trying	to	get	readers	to	distrust	and	dismiss	the	protesters
because	of	their	appearance.

It	is	hard	to	imagine	that	anyone	would	be	misled	by	such	a	blatant	fallacy,
but	sometimes	 it	does	work	by	associating	 the	 target	with	negative	feelings,
such	 as	 disgust,	 contempt,	 or	 fear.	 These	 negative	 emotions	 can	 produce
distrust,	 even	 when	 the	 features	 that	 trigger	 the	 negative	 emotions	 are
irrelevant	to	the	topic	at	hand.	This	trick	has	been	used	to	exclude	the	views
of	 dissident	 groups	 throughout	 history.	 It	 might	 also	 lie	 behind	 laws
(throughout	much	 of	 the	United	 States)	 that	 deprive	 ex-felons	 of	 a	 right	 to
vote,	even	on	issues	which	they	know	and	care	a	lot	about,	such	as	criminal
policy.	 And	 it	 infects	 criminal	 trials	 when	 juries	 distrust	 a	 rape	 victim’s
allegations	 because	 she	 had	 previously	 had	 voluntary	 sex	 more	 than	 they
think	proper.

Ad	 hominem	 arguments	 vary	 in	 flavor.	 The	 most	 flagrant	 fallacy	 occurs
when	 someone	 argues,	 “She	 has	 a	 bad	 feature,	 so	 what	 she	 says	 must	 be
false.”	A	less	blatant	form	occurs	when	reliability	is	doubted,	as	in	“She	has	a
bad	 feature,	 so	 you	 cannot	 trust	 what	 she	 says.”	 The	 crucial	 difference
between	these	two	varieties	is	that	the	former	concludes	that	a	claim	is	false,
whereas	 the	 latter	 leaves	 us	 not	 knowing	 what	 to	 believe.	 A	 third	 version
denies	someone’s	right	to	speak	at	all,	“She	has	a	bad	feature,	so	she	has	no
right	 to	 speak	on	 this	 topic.”	This	conclusion	again	does	not	 tell	us	what	 to
believe,	because	 it	 leaves	open	 the	question	of	whether	her	views	would	be
true	and	reliable	 if	 she	did	speak.	Often,	as	 in	 the	quotation	above,	 it	 is	not
clear	 which	 of	 these	 points	 is	 being	 made,	 even	 though	 the	 point	 lies
somewhere	in	this	general	area.

Each	kind	of	ad	hominem	 fallacy	 is	 able	 to	mislead	 partly	 because	 other
arguments	 of	 the	 same	 kind	 do	 provide	 reasons	 for	 their	 conclusions.
Spectators	 do	 not	 have	 the	 right	 to	 speak	 during	 parliamentary	 debates,	 no
matter	 how	 reliable	 they	would	 be	 if	 they	did	 speak.	You	 really	 should	not
trust	someone	who	failed	physics	but	takes	a	strong	stand	on	a	controversy	in
physics.	And	sometimes	features	of	people	may	even	give	reasons	to	believe
that	what	they	say	is	false,	such	as	when	the	owner	of	a	cheap	clothing	shop
tells	you	that	his	products	are	made	of	the	finest	silk.

Despite	this	possibility,	ad	hominem	arguments	are	fallacious	often	enough
that	 they	 should	 be	 inspected	with	 great	 suspicion.	You	 should	 always	 take
great	care	before	reaching	a	conclusion	about	a	belief	from	negative	premises
about	the	believer.



Unfortunately,	 people	 are	 rarely	 this	 careful.	 As	 we	 saw	 in	 Part	 I,
conservatives	 often	 reject	 their	 opponents’	 views	by	 calling	 their	 opponents
liberal,	 just	 as	 liberals	 often	 dismiss	 their	 opponents’	 views	by	 calling	 their
opponents	 conservative.	 Such	 classifications	 commit	 ad	 hominem	 fallacies
insofar	as	they	use	premises	about	the	person’s	being	liberal	or	conservative
to	 reach	 conclusions	 about	 particular	 claims	 by	 those	 people.	 Liberals	 are
right	sometimes,	and	so	are	conservatives,	so	it	is	very	dubious	to	argue	that
any	belief	is	true	or	false	just	because	the	believer	is	liberal	or	conservative.

The	 mistake	 is	 different	 when	 someone	 calls	 opponents	 stupid	 or	 crazy.
These	 are	 attributes	 of	 the	 person,	 so	 this	 argument	 is	 still	 an	ad	hominem.
Nonetheless,	 it	 is	 legitimate	 to	 distrust	 the	 views	 of	 people	 who	 really	 are
stupid	or	crazy,	at	least	when	their	views	are	idiosyncratic.	The	main	problem
here	 is	 instead	 that	 the	premises	are	usually	 false,	because	 the	person	being
attacked	is	not	really	stupid	or	crazy.

A	 general	 tendency	 to	 be	 fooled	 by	 these	 fallacies	 feeds	 the	 political
polarization	that	 impedes	cooperation	and	social	progress.	When	we	dismiss
opponents	on	the	basis	of	what	they	are,	we	cut	ourselves	off	from	any	hope
of	 understanding	 them	 or	 learning	 from	 them.	 That	 is	 one	 reason	 why	 we
need	to	be	careful	to	avoid	this	kind	of	fallacy.

In	general,	whenever	you	encounter	any	ad	hominem	argument	that	moves
from	premises	about	 a	person’s	negative	 features	 to	a	conclusion	about	 that
person’s	 claim,	you	 should	 critically	 evaluate	whether	 the	premises	 are	 true
and	 also	 whether	 the	 negative	 feature	 really	 is	 relevant	 to	 the	 truth	 of	 the
claim,	to	the	reliability	of	the	person,	or	to	the	right	of	this	person	to	speak	on
this	 issue.	Asking	 these	questions	will	help	you	 reduce	both	personal	 errors
and	social	polarization.

Questioning	Authority

The	positive	pattern	of	arguing	from	people	to	positions	is	at	least	as	common
as	the	negative	pattern.	The	tendency	to	trust	people	whom	we	like	or	admire
has	 been	 described	 as	 the	 halo	 effect	 (after	 angels	 with	 halos),	 and	 the
tendency	 to	 distrust	 people	whom	we	 dislike	 has	 been	 called	 a	 horn	 effect
(after	devils	with	horns).	We	are	subject	to	both	effects:	halos	and	horns.	We
trust	our	allies	as	much	as	we	distrust	our	opponents.	Indeed,	we	often	trust
our	allies	too	much.

When	 people	 trust	 an	 authority,	 they	 argue	 from	 premises	 about	 that
authority	 to	a	conclusion	about	what	 that	authority	said.	I	might	argue,	“My
friend	told	me	that	our	neighbor	is	having	an	affair,	so	our	neighbor	is	having
an	affair.”	This	argument	is	only	as	strong	as	my	friend	is	reliable	on	issues



like	this.	Similarly,	I	might	argue,	“This	website	or	news	channel	told	me	that
our	president	 is	 having	 an	 affair,	 so	our	 president	 is	 having	 an	 affair.”	This
argument	 is	 only	 as	 strong	 as	 this	 website	 or	 news	 channel	 is	 reliable	 on
issues	like	this.	If	a	friend	or	news	channel	is	not	reliable	on	issues	like	this,
then	sources	like	these	do	not	deserve	our	trust	on	these	issues.	But	if	they	are
reliable,	then	they	do	deserve	at	least	some	trust.

How	can	we	tell	whether	a	source	of	information	is	reliable	on	a	particular
issue?	There	is	no	foolproof	test,	but	a	good	start	is	to	ask	a	simple	series	of
questions.

The	first	question	that	we	always	need	to	ask	is	simple:	“Did	the	arguer	cite
the	authority	correctly?”	The	news	article	that	we	reconstructed	in	Chapter	8
quoted	Robert	Jauncey	and	paraphrased	an	Asian	Development	Bank	(ADB)
report.	We	should	have	asked,	“Did	Jauncey	really	say	 these	precise	words?
Did	the	ADB	really	report	what	the	article	claims?”	It	is	surprising	how	often
people	 misquote	 authorities	 either	 intentionally	 or	 by	 mistake.	 Even	 when
authorities	 are	 quoted	 accurately,	 their	 words	 are	 sometimes	 pulled	 out	 of
context	 in	 ways	 that	 distort	 the	 meaning.	 Jauncey	 was	 quoted	 as	 saying,
“There	has	been	a	rapid	rise	of	urban	villages	in	recent	years	due	to	increased
poverty	and	 the	negative	 impacts	of	 climate	change.”	Now	 imagine	 that	his
next	sentence	was,	“Fortunately,	these	trends	are	slowing	and	even	reversing,
so	we	do	not	need	to	worry	about	urban	villages	in	coming	years.”	If	he	had
said	 this—he	 didn’t,	 but	 if	 he	 had—then	 the	 quotation	 in	 the	 article	would
have	 been	 extremely	 misleading,	 even	 though	 he	 did	 say	 exactly	 what	 it
reported	 that	he	 said.	Thus,	whenever	you	encounter	an	appeal	 to	authority,
you	should	ask	not	only	whether	the	appeal	accurately	reported	the	authority’s
words	 but	 also	 whether	 the	 appeal	 correctly	 represented	 the	 authority’s
meaning.

The	 second	 question	 to	 ask	 about	 appeals	 to	 authority	 is	more	 complex:
“Can	 the	 cited	 authority	 be	 trusted	 to	 tell	 the	 truth?”	 Whereas	 the	 first
question	 was	 about	 words	 and	 meanings,	 this	 second	 question	 is	 about
motives.	 If	 the	authority	had	 some	 incentive	 to	 lie,	or	 if	 the	authority	has	a
tendency	to	report	its	findings	loosely	or	in	misleading	ways,	then	it	cannot	be
trusted	even	when	it	is	quoted	correctly.	For	example,	if	Jauncey	were	trying
to	 raise	 money	 for	 a	 charity	 that	 employs	 him,	 so	 that	 he	 would	 benefit
personally	if	he	could	convince	you	to	donate	money	to	help	solve	problems
of	 urban	 villages,	 then	 you	 would	 have	 reason	 to	 wonder	 whether	 he	 was
exaggerating	the	problem	for	his	own	purposes.	His	self-interest	then	grounds
mistrust,	since	it	could	lead	him	to	report	a	falsehood	even	when	he	knows	the
truth.

What	should	we	do	if	an	authority	cannot	be	trusted	because	of	self-interest



or	whatever?	One	 approach	 is	 to	 check	 independent	 authorities.	 If	 different
authorities	do	not	depend	on	each	other	and	have	no	motivation	 to	promote
the	 same	 view,	 but	 they	 still	 agree,	 then	 the	 best	 explanation	 of	 why	 they
agree	is	usually	that	their	belief	is	accurate,	so	we	have	reason	to	trust	them.
To	justify	trust,	seek	confirmation.

The	 third	 question	 is	 even	 trickier:	 “Is	 the	 cited	 authority	 in	 fact	 an
authority	 in	 the	 appropriate	 area?”	 It	 takes	 a	 lot	 of	 work	 to	 become	 an
authority	 in	even	one	area,	 so	 few	people	are	able	 to	achieve	authority	 in	a
wide	range	of	areas.	People	who	know	a	lot	about	history	usually	do	not	know
as	much	 about	mathematics,	 and	 vice	 versa.	 Real	masters	 of	 all	 trades	 are
extremely	rare.	Nonetheless,	even	when	their	expertise	is	limited	to	a	specific
topic,	 authorities	 often	 think	 they	 know	more	 about	 other	 topics	 than	 they
actually	do.	Success	in	one	area	breeds	overconfidence	in	others.

The	 most	 obvious	 cases	 occur	 when	 athletes	 endorse	 cars	 or	 other
commercial	 products	 that	 have	 nothing	 do	with	 the	 sports	 in	 and	 on	which
they	are	experts.	Sports	heroes	as	well	as	actors,	business	leaders,	and	military
heroes	also	often	endorse	political	candidates,	even	when	there	is	little	or	no
basis	 for	 assuming	 that	 these	 experts	 in	 their	 own	 fields	 know	 more	 than
anyone	else	about	political	candidates	or	policies.

A	similar	problem	arises	in	law.	Psychiatrists	and	clinical	psychologists	are
trained	in	diagnosis	and	treatment	of	mental	illnesses,	but	lawyers	sometimes
ask	 them	to	predict	 future	crimes	by	defendants.	Are	 they	authorities	 in	 this
area?	No,	 according	 to	 their	 own	professional	 organization:	 “It	 does	 appear
from	 reading	 the	 research	 that	 the	 validity	 of	 psychological	 predictions	 of
dangerous	 behavior,	 at	 least	 in	 the	 sentencing	 and	 release	 situation	 we	 are
considering,	is	extremely	poor,	so	poor	that	one	could	oppose	their	use	on	the
strictly	empirical	grounds	that	psychologists	are	not	professionally	competent
to	make	such	judgments.”6	 In	short,	authorities	on	psychiatric	diagnosis	and
treatment	are	not	authorities	on	prediction	of	criminal	behavior.	As	a	result,	to
appeal	 to	 their	 authority	 as	 a	 basis	 for	 legal	 decisions	 is	 fallacious.	 This
fallacy	can	be	uncovered	and	avoided	by	asking	whether	the	cited	authorities
are	authorities	in	the	right	area.

Fourth,	we	should	ask,	“Is	 there	agreement	among	appropriate	experts	on
this	issue?”	Of	course,	there	cannot	be	agreement	among	appropriate	experts
if	 there	 are	no	 appropriate	 experts.	Some	 issues	 cannot	be	 settled	by	 expert
opinion.	No	 group	 of	 experts	 now	 can	 settle	whether	 there	 is	 life	 on	Mars.
They	need	more	evidence	than	we	have	at	present.	No	group	of	experts	could
ever	be	able	to	settle	which	kind	of	fish	tastes	best.	That	is	not	the	right	kind
of	 issue	 to	 settle	 conclusively.	 We	 can	 identify	 such	 gaps	 in	 expertise	 by
asking	whether	this	is	the	kind	of	question	that	can	now	be	settled	by	expert



consensus.

If	so,	we	can	next	ask	whether	experts	have	reached	agreement.	Of	course,
unanimity	 is	 not	 required.	 There	 will	 always	 be	 a	 few	 dissenters,	 but	 the
evidence	 can	 still	 be	 strong	 when	 almost	 all	 experts	 agree.	 Doctors	 have
reached	 a	 consensus	 that	 smoking	 tobacco	 causes	 cancer.	 Of	 course,	 the
experts	have	evidence	for	this	claim,	but	few	non-experts	know	any	or	many
details	of	the	studies	that	convinced	the	experts	that	smoking	tobacco	causes
cancer.	That	is	why	we	need	to	rely	on	expert	authorities.	When	non-experts
argue,	“Doctors	agree	that	smoking	causes	cancer,	so	that’s	good	enough	for
me	to	believe	that	it	does,”	it	would	not	make	much	sense	to	insist	that	they
tell	 us	 how	 doctors	 reached	 that	 consensus.	 It	 is	 enough	 for	 non-experts	 to
know	that	experts	did	reach	a	consensus.

In	 some	 cases,	 the	 appropriate	 kind	 of	 expert	 is	 simply	 a	 witness.	 The
experts	 on	whether	 a	 government	 official	 communicated	with	 a	 foreign	 spy
include	witnesses	who	saw	them	meet	or	heard	them	talk.	To	get	agreement
between	 experts	 then	 is	 simply	 to	 have	one	witness	 confirm	what	 the	other
said.	As	long	as	their	shared	story	is	not	denied	by	other	reliable	sources,	such
confirmation	 can	 reduce	 the	 chance	 of	 error	 and	 justify	 belief.	That	 is	why
most	good	news	reporters	wait	to	deliver	stories	only	after	they	are	confirmed
by	multiple	independent	sources.

A	 fifth	 question	 asks	 about	 the	motives	 of	 the	 person	who	 appeals	 to	 an
authority:	“Why	is	an	appeal	to	authority	being	made	at	all?”	When	a	claim	is
obvious,	we	can	simply	assert	it	and	maybe	also	call	it	obvious.	Then	we	do
not	 need	 to	 add	 an	 appeal	 to	 any	 authority.	 It	would	 be	 pointless	 to	 argue,
“Most	mathematicians	agree	that	2	+	2	=	4,	so	it	must	be	true.”	Thus,	when
someone	does	appeal	 to	an	authority,	 they	usually	make	that	appeal	because
they	know	that	their	claim	is	not	obvious,	at	least	to	non-experts.	Their	appeal
signals	 that	 they	 know	 their	 audience	 could	 reasonably	 raise	 questions,	 so
they	cite	the	authority	in	order	to	head	off	those	questions.	The	best	response,
then,	is	to	ask	the	very	questions	that	they	are	trying	to	get	you	not	to	ask.

To	 see	 how	 these	 five	 questions	 work	 together,	 let’s	 apply	 the	 series	 to
science.	Many	people	assume	that	science	does	not	depend	on	any	authority.
In	 their	 view,	 religion	 and	 law	 depend	 on	 authorities,	 but	 science	 works
purely	 by	 observation	 and	 experimentation.	That	 is	 incorrect.	Almost	 every
scientific	 paper	 cites	 many	 authorities	 who	 have	 previously	 settled	 other
issues	 so	 that	 this	 paper	 can	 build	 on	 those	 predecessors	 to	 address	 a	 new
issue.	Sir	Isaac	Newton,	one	of	the	greatest	scientists	of	all	time,	said	that	he
stood	on	the	shoulders	of	giants,	and	he	meant	previous	authorities.

What	justifies	scientists	in	trusting	other	scientists	as	authorities?	After	all,
scientists	are	human,	so	they	are	fallible	like	the	rest	of	us.	The	difference	is



that	 individual	 scientists	work	within	 larger	 groups	 and	 institutions	 that	 are
structured	 to	 foster	 reliability.	 One	 virtue	 of	 science	 that	 is	 conducive	 to
reliability	 is	 the	 insistence	 on	 replication	 by	 independent	 scientists	 or
laboratories.	Independent	attempts	at	replication	are	unlikely	to	succeed	when
results	 are	 distorted	 by	 personal	 motives	 and	 mistakes.	 Another	 feature	 of
science	 that	 breeds	 reliability	 is	 competition.	 When	 one	 scientist	 reports	 a
new	finding,	other	scientists	have	strong	incentives	to	refute	it.	With	so	many
smart	people	 trying	so	hard	 to	 find	mistakes,	only	 the	best	 theories	 survive.
We	have	 reason	 to	 trust	 any	view	 that	 survives	 such	 a	 process.7	 Of	 course,
many	 scientific	 theories	 have	 been	 overturned,	 and	most	 scientific	 theories
today	will	probably	be	overturned	in	the	future.	Nonetheless,	we	can	still	have
reason	to	trust	the	best	theories	and	data	that	we	have	now.

One	 important	 recent	 example	 is	 the	 Intergovernmental	Panel	on	Climate
Change	 (IPCC),	 which	 includes	 hundreds	 of	 top	 climate	 scientists	 from
around	the	world.8	This	large	and	diverse	group	has	worked	long	and	hard	to
reach	consensus	about	many,	though	far	from	all,	aspects	of	climate	change.
Suppose	 that	 someone	 appeals	 to	 the	 IPCC	 as	 an	 authority	 to	 argue	 that
human	activities	that	emit	greenhouse	gases	are	causing	at	least	some	climate
change.	Is	this	appeal	to	authority	a	strong	argument?	To	assess	it,	we	need	to
ask	our	questions.

First,	 did	 the	 arguer	 cite	 the	 authority	 correctly?	 Some	 environmentalists
fail	to	cite	qualifications	in	the	IPCC	reports.	This	omission	might	distort	their
arguments,	so	we	need	to	check	carefully.	Still,	many	passages	in	their	reports
do	show	that	the	IPCC	really	does	conclude	that	human	emissions	are	causing
some	climate	change.

Second,	 can	 the	 cited	 authority	 be	 trusted	 to	 tell	 the	 truth?	This	 question
asks	whether	the	scientists	in	the	IPCC	have	motives	to	exaggerate	the	extent
of	climate	change.	 If	 so,	we	have	 some	 reason	 to	distrust	 them.	 In	 fact,	 the
members	 of	 the	 IPCC	 have	 incentives	 to	 uncover	 mistakes,	 because	 their
reputations	will	suffer	if	they	mess	up.	It	would	be	too	farfetched	to	imagine	a
conspiracy	among	so	many	disparate	scientists.

Third,	 is	 the	 cited	 authority	 in	 fact	 an	 authority	 in	 the	 appropriate	 area?
Here	we	need	to	check	the	credentials	and	areas	of	expertise	of	the	members
of	 the	 IPCC.	 We	 find	 that	 they	 were	 chosen	 because	 their	 expertise	 was
relevant.

Fourth,	is	there	agreement	among	the	appropriate	experts	on	this	issue?	The
IPCC	does	not	agree	on	every	issue,	and	a	few	dissenters	remain	outside	the
mainstream.	 Nonetheless,	 the	 goal	 of	 bringing	 together	 so	 many	 diverse
experts	in	the	IPCC	is	to	determine	which	claims	they	do	agree	on	and	then	to



get	them	to	sign	their	joint	report	on	the	points	of	agreement.

Fifth,	why	is	an	appeal	to	authority	being	made	at	all?	Because	the	future
and	the	causes	of	climate	change	are	unclear	without	extensive	research	and
also	because	proposals	to	reduce	climate	change	are	likely	to	impose	serious
costs	on	many	people.	This	issue	matters,	so	we	need	to	be	careful.

After	 asking	 these	 questions,	 an	 accurate	 appeal	 to	 the	 authority	 of	 the
IPCC	ends	up	looking	very	good,	so	we	do	have	strong	reasons	to	believe	that
climate	 change	 is	 being	 increased	by	human	 activities	 that	 emit	 greenhouse
gases.	This	assessment	does	not	mean	that	there	are	no	problems	in	the	IPCC.
Nothing	is	perfect.	The	point	is	only	that	this	institution	is	self-correcting,	like
science	as	a	whole.	The	IPCC	still	might	be	wrong,	and	future	evidence	might
undermine	 its	 claims.	 That	 is	 a	 risk	 with	 all	 inductive	 arguments.	 But
inductive	arguments	can	be	strong	without	certainty,	so	the	IPCC	reports	can
give	us	strong	reason	to	believe	that	at	least	some	climate	change	results	from
human	activities.

Nonetheless,	 this	 scientific	 conclusion	 by	 itself	 cannot	 solve	 the	 policy
issues	 regarding	 what	 to	 do	 about	 climate	 change	 or	 global	 warming.	 The
IPCC	 is	 often	 cited	 as	 an	 authority	 not	 only	 on	 the	 future	 and	 causes	 of
climate	change	but	also	on	what	the	government	should	do	about	it.	To	assess
this	 different	 appeal	 to	 authority,	 we	 should	 focus	 on	 the	 question,	 “Is	 the
cited	 authority	 in	 fact	 an	 authority	 in	 the	 appropriate	 area?”	 A	 negative
answer	 is	 suggested	because	 climate	 scientists	 are	 experts	 on	 science	 rather
than	 on	 government	 policy.	 A	 climate	 scientist	 who	 knows	 that	 reducing
greenhouse	gas	emissions	will	slow	global	warming	still	might	not	have	 the
expertise	 to	 know	 whether	 or	 how	 much	 carbon	 taxes	 or	 cap-and-trade
systems	will	succeed	in	reducing	greenhouse	gas	emissions,	whether	or	how
much	 these	policies	will	 slow	economic	growth,	 and	whether	 these	policies
are	politically	feasible	or	would	violate	standing	laws.	To	settle	those	separate
issues,	 we	 need	 experts	 from	 outside	 of	 science.	 Thus,	 our	 questions	 can
illuminate	not	only	the	strengths	but	also	the	limits	of	science.

These	 questions	 are	 not	 foolproof,	 of	 course.	 Opponents	 will	 often	 give
very	 different	 answers	 when	 they	 ask	 whether	 there	 is	 agreement	 among
experts	 and	whether	 a	 certain	 source	 is	 an	 authority	 in	 the	 appropriate	 area
and	can	be	trusted	to	tell	the	truth.	These	continuing	controversies	show	that
we	should	not	merely	ask	these	questions	by	ourselves.	We	should	ask	other
people	to	ask	these	questions.	We	should	also	not	simply	ask	allies	who	agree
with	us.	Instead,	we	should	ask	our	opponents.	And	we	should	ask	them	not
only	who	is	an	authority	to	be	trusted	but	also	why	they	trust	those	authorities.
We	 need	 to	 ask	 for	 reasons	 to	 back	 up	 any	 appeal	 to	 authority,	 at	 least	 in
controversial	areas.	This	example	shows	again	why	we	need	 to	 learn	 to	ask



the	right	questions,	including	questions	about	reasons.

HAVE	WE	GOTTEN	ANYWHERE	YET?

The	 third	 kind	 of	 fallacy	 makes	 no	 progress	 beyond	 its	 premises.	 More
technically,	 an	 argument	 begs	 the	 question	 when	 its	 premises	 need	 to	 be
justified	 but	 cannot	 be	 justified	 without	 assuming	 or	 depending	 on	 its
conclusion.	 This	 meaning	 is	 not	 far	 from	 common	 parlance,	 such	 as	 “My
blood	sugar	levels	are	very	high,	which	begs	the	question	of	why	I	am	eating
cake.”	 Here	 “begs	 the	 question”	means	 “raises	 the	 question.”	 Similarly,	 an
argument	 begs	 the	 question	 when	 it	 raises	 the	 question	 of	 why	 we	 should
believe	its	premises	if	we	doubt	its	conclusion.

Here’s	 a	 common	 example:	 “The	 death	 penalty	 is	 immoral,	 because	 it	 is
always	wrong	to	kill.”	The	death	penalty	by	definition	involves	killing,	so	this
argument	is	valid	in	our	technical	sense.	It	is	not	possible	for	its	premise	to	be
true	when	its	conclusion	is	false,	because	the	death	penalty	must	be	immoral
if	all	forms	of	killing	are	immoral.	Despite	its	validity,	this	argument	fails	to
justify	anything,	because	there	is	no	way	to	justify	its	premise	that	killing	is
always	wrong	without	already	assuming	its	conclusion	that	killing	is	wrong	in
the	particular	case	of	 the	death	penalty.	The	death	penalty	might	be	 the	one
exception	 that	 shows	 why	 not	 all	 killing	 is	 wrong,	 because	 what	 is	 really
wrong	is	killing	innocent	people.	Defenders	of	the	argument	need	to	justify	its
premise	without	assuming	 its	conclusion,	but	 they	have	not	done	 that	yet	 in
the	simple	argument	as	stated,	and	it	is	hard	to	see	how	they	would	justify	its
premise	independently	of	its	conclusion.9	 In	 this	way,	 the	argument	assumes
its	conclusion	from	the	start,	so	it	gets	nowhere.

The	same	fallacy	can	be	committed	on	the	other	side	by	arguing	like	this:
“The	death	penalty	is	moral,	because	we	should	repay	a	life	for	a	life.”	Again,
the	 premise	 that	 we	 should	 repay	 a	 life	 for	 a	 life	 already	 assumes	 that	 the
death	penalty	 is	moral,	 since	 the	death	penalty	 for	murder	 is	 repaying	a	 life
for	 a	 life.	 Thus,	 this	 argument	 cannot	 justify	 its	 conclusion,	 because	 its
premise	needs	to	be	justified	and	cannot	be	justified	without	already	assuming
its	conclusion.

Here’s	 another	 infamous	 example:	 “The	 Bible	 says	 that	 God	 exists.	 The
Bible	is	the	word	of	God	(as	it	says	in	II	Timothy	3:16).	God	would	not	speak
words	 that	 are	 not	 true.	 Therefore,	 God	 truly	 exists.”	 The	 premise	 that	 the
Bible	is	the	word	of	God	begs	the	question	in	two	ways.	First,	a	being	cannot
speak	 any	 word	 without	 existing,	 so	 this	 premise	 already	 assumes	 the
conclusion	that	God	exists.	Second,	II	Timothy	3:16	is	part	of	the	Bible,	so	it
also	begs	the	question	to	cite	that	verse	as	evidence	that	the	Bible	is	the	word



of	God.	What	argument	gives	us	reason	to	believe	what	the	Bible	says	about
itself?

The	same	kind	of	fallacy	is	committed	by	some	opponents	of	religion	when
they	 argue	 like	 this:	 “This	 evolutionary	 biologist	 says	 that	 the	 theory	 of
evolution	is	true.	Evolutionary	biologists	would	not	say	anything	untrue	about
evolution.	 Therefore,	 the	 theory	 of	 evolution	 is	 true.”	 The	 second	 premise
begs	 the	 question,	 because	 it	 assumes	 the	 conclusion	 that	 the	 theory	 of
evolution	 is	 true.	 If	 the	 theory	of	evolution	were	not	 true,	 then	evolutionary
biologists	would	 say	 something	untrue	about	 evolution	 (contrary	 to	premise
2)	when	they	say	that	 the	theory	of	evolution	is	 true	(as	reported	in	premise
1).	As	a	result,	this	simple	appeal	to	evolutionary	biologists	cannot	justify	its
conclusion	 any	 more	 than	 the	 preceding	 religious	 appeal	 to	 the	 Bible	 can
justify	 its	 conclusion.	 Scientists	 need	 independent	 justification	 for	 their
theories	just	as	much	as	theologians	do.	The	crucial	question	is	who	has	such
justification.

As	 always,	 this	 criticism	 of	 the	 argument	 does	 not	 imply	 that	 the
conclusion	in	any	of	these	pairs	of	arguments	is	either	true	or	false.	The	point,
instead,	is	simply	that	the	issue	cannot	be	resolved	with	arguments	like	these,
because	 they	 beg	 the	 question.	 Some	 other	 argument	 is	 needed.	Whether	 a
better	argument	is	possible	will	be	controversial,	but	it	is	significant	progress
to	recognize	which	arguments	fail.

IS	THAT	ALL?

Have	we	covered	all	of	the	fallacies	that	people	ever	commit?	Of	course	not.
There	 are	 plenty	 more.	 Some	 fall	 into	 patterns	 like	 those	 we	 discussed.
Genetic	 fallacies,	 appeals	 to	 ignorance,	 and	 tu	 quoque	 (or	 appeal	 to
hypocrisy)	resemble	ad	hominem	arguments.	Appeals	to	emotion,	to	personal
experience,	to	tradition,	and	to	popular	opinion	resemble	appeals	to	authority.
False	 dichotomy	 sometimes	 resembles	 begging	 the	 question.	 These	 other
arguments	 can	 be	 understood	 by	 comparing	 them	 to	 the	 fallacies	 that	 they
resemble.	 Still	 other	 fallacies	 form	 new	 patterns,	 such	 as	 the	 gambler’s
fallacy,	 fallacies	 of	 composition	 and	 division,	 false	 cause,	 and	 so	 on.	 Some
books	and	websites	list	hundreds	of	fallacies.10	We	will	not	do	that	here.	Long
lists	are	boring.

So-called	fallacies	on	standard	lists	are	not	always	fallacious.	We	saw	that
slippery	slope	arguments	and	appeals	 to	authority	sometimes	provide	strong
reasons.	 This	 potential	 makes	 it	 misleading	 to	 refer	 to	 the	 general	 type	 of
argument	simply	as	a	fallacy.

The	 same	 point	 applies	 to	 appeals	 to	 emotion,	 which	 are	 often	 seen	 as



fallacious	and	opposed	 to	 reason.	When	someone	describes	 the	anguish	and
weariness	of	refugees	as	well	as	their	empathy	for	refugees	and	revulsion	at
the	ways	 they	 are	 treated,	 these	 emotions	 can	provide	good	 reasons	 to	 help
refugees,	 because	 the	 emotions	 point	 to	 suffering	 and	 injustice.	 These
emotions	 show	 nothing	 if	 they	 are	 irrational,	 but	 normal	 emotions	 can
sometimes	be	reliable	guides,	much	like	authorities.	We	can	decide	when	to
trust	emotions	by	asking	questions	much	like	those	we	asked	about	appeals	to
authority:	Why	am	I	feeling	this	emotion	now?	Are	my	emotions	distorted	by
self-interest	or	irrelevant	motives?	Do	other	people	feel	this	same	emotion	in
similar	 situations?	 Does	 this	 emotion	 reliably	 react	 to	 relevant	 facts	 in	 the
world	 (such	 as	 suffering	 and	 injustice)?	 We	 need	 to	 be	 careful	 when	 we
appeal	 to	 emotions,	 just	 as	 we	 need	 to	 be	 careful	 when	 we	 appeal	 to
authorities,	but	some	appeals	to	emotion	are	not	fallacious.

More	 generally,	 we	 should	 not	 be	 too	 quick	 to	 accuse	 opponents	 of
fallacies.	They	do	not	commit	an	ad	hominem	fallacy	every	time	they	criticize
a	person.	They	do	not	commit	a	slippery	slope	fallacy	every	time	they	use	a
word	that	is	slightly	imprecise	(like	all	words).	They	do	not	commit	a	fallacy
of	appealing	to	tradition	every	time	they	point	out	that	their	views	align	with
tradition.	When	making	accusations	of	fallacies	becomes	a	knee-jerk	reaction
without	thought,	 they	cease	to	be	illuminating	and	instead	become	annoying
and	polarizing.	Such	name-calling	is	not	much	better	than	simply	announcing,
“I	disagree.”

Instead	 of	 abusing	 opponents	 with	 names	 of	 fallacies,	 we	 need	 to	 look
carefully	and	charitably	at	each	argument.	In	particular,	we	should	always	ask
whether	 what	 appears	 to	 be	 a	 fallacy	 can	 be	 fixed	 simply	 by	 adding	 a
suppressed	premise.	For	example,	suppose	someone	argues	that	a	government
employee	did	not	reveal	classified	information	on	her	private	server,	because
we	 cannot	 find	 any	 specific	 email	 on	 that	 server	 that	 revealed	 anything
classified.	 Or	 suppose	 someone	 argues	 that	 a	 political	 candidate	 did	 not
collude	with	 the	enemy	because	we	cannot	prove	 that	he	did.	 In	both	cases,
critics	 could	 retort,	 “Appeal	 to	 ignorance!	That’s	 a	 fallacy!”	That	 label	will
not	help	anyone	understand	the	issues.	It	would	be	much	more	constructive	to
ask	whether	the	argument	assumes	a	suppressed	premise.	It	does:	“If	he	or	she
had	done	 it,	we	would	know	 (or	 at	 least	 have	 the	kind	of	 evidence	 that	we
lack).”	That	suppressed	premise	is	true	in	some	cases:	If	my	son	had	wrecked
my	 car	 last	 night,	 I	 would	 probably	 see	 dents	 in	 my	 car.	 But	 that	 same
suppressed	premise	 is	false	 in	other	cases:	If	my	son	had	come	home	late,	I
would	 not	 know	 (because	 I	 was	 sound	 asleep).	 In	 every	 case	 of	 appeal	 to
ignorance,	then,	we	need	to	ask	whether	the	suppressed	premise	is	true:	If	an
email	did	reveal	classified	information,	would	we	find	it?	If	the	candidate	did
collude,	would	we	know	 it?	 In	order	 to	get	beyond	name-calling	and	 figure



out	how	strong	an	argument	really	is,	we	need	to	reconstruct	the	argument	as
charitably	as	possible	and	then	ask	how	strong	it	is	in	its	best	form.

Of	course,	 some	arguments	will	 still	 end	up	 fallacious.	We	should	not	be
too	quick	to	accuse,	but	we	should	also	not	be	too	slow	to	point	out	fallacies
and	 weaknesses	 in	 arguments.	 Moreover,	 we	 need	 to	 be	 able	 to	 find	 and
explain	flaws	in	arguments	even	when	we	do	not	have	a	name	for	those	flaws.
The	next	chapter	will	teach	that	skill.



11

HOW	TO	REFUTE	ARGUMENTS

MANY	 PEOPLE	 TALK	 AS	 IF	 all	 you	 need	 to	 do	 to	 refute	 a	 position	 is
simply	 deny	 it	 or	 say	 anything	 at	 all	 in	 reply	 to	 it.	 Such	 talk	 is	 too	 loose.
Monty	Python	taught	that	“argument	is	not	just	contradiction”	or	denial.	Even
if	you	go	beyond	denial	and	say	something	in	reply,	not	every	response	is	a
refutation.

For	 example,	 suppose	 a	 theist	 argues,	 “God	 exists,	 because	 nothing	 else
could	 explain	 the	 existence	 of	 the	 Universe.”	 An	 atheist	 cannot	 refute	 that
argument	simply	by	saying	“No,	God	does	not	exist”	or	“I	do	not	believe	in
God”	 or	 “That’s	 stupid.”	 The	 same	 goes	 for	 the	 other	 side.	 If	 an	 atheist
argues,	 “Evil	 exists,	 so	God	does	 not,”	 a	 theist	 cannot	 refute	 that	 argument
simply	 by	 saying	 “God	 does	 exist”	 or	 “I	 believe	 in	God”	 or	 “That’s	 silly.”
These	simple	responses	are	not	refutations.

To	refute	an	argument,	you	need	to	give	an	adequate	reason	to	doubt	 that
argument.	We	saw	that	some	arguments	give	reasons	that	justify	belief	in	their
conclusions,	whereas	other	arguments	give	 reasons	 that	explain	phenomena.
In	 contrast,	 refutations	 give	 reasons	 to	 doubt	 other	 arguments.	 Thus,
refutation	 is	 a	 new	 purpose	 of	 arguments	 in	 addition	 to	 justification	 and
explanation.

The	reasons	supplied	by	refutations	are	reasons	to	doubt	rather	than	reasons
to	believe.	To	refute	a	theist’s	argument	that	God	exists,	atheists	do	not	have
to	 show	 that	God	does	not	 exist.	All	 atheists	 need	 is	 an	 adequate	 reason	 to
doubt	 that	 the	 theist’s	argument	provides	enough	reason	 to	believe	 that	God
does	 exist.	 Similarly,	 theists	 can	 refute	 an	 atheist’s	 argument	 against	 God
without	giving	any	reason	to	believe	that	God	does	exist.	All	the	theist	needs
is	 an	 adequate	 reason	 to	 doubt	 that	 the	 atheist’s	 argument	 shows	 that	 God
does	not	exist.	Refutation	can	lead	to	doubt	and	suspension	of	belief	in	both
directions.

Many	 people	 who	 refute	 arguments	 do	 go	 on	 to	 deny	 those	 arguments’
conclusions.	 That	 additional	 move	 results	 in	 part	 from	 the	 discomfort	 of
admitting,	 “I	 don’t	 know.”	 Many	 atheists	 who	 refute	 arguments	 for	 God



conclude	that	God	does	not	exist,	partly	because	they	do	not	want	to	end	up	as
a	 wishy-washy	 agnostic.	 For	 similar	 reasons,	 many	 theists	 who	 refute
arguments	 against	 God	 jump	 to	 the	 conclusion	 that	 God	 exists.	 That
additional	claim	does	not,	however,	follow	from	the	refutation	alone.	All	that
the	refutation	by	itself	supports	is	doubt,	not	belief.

What	does	it	mean	to	doubt	an	argument?	It	means	simply	to	doubt	that	the
argument	 gives	 enough	 reason	 to	 believe	 its	 conclusion.	 This	 doubt	 can	 be
directed	 at	 different	 parts	 of	 the	 argument.	 According	 to	 our	 definition	 of
arguments,	an	argument	includes	premises	and	a	conclusion	and	presents	the
premises	as	a	reason	for	the	conclusion,	so	a	refutation	has	three	main	targets
to	aim	at.	First,	 refutations	can	give	reasons	to	doubt	one	or	more	premises.
Second,	 refutations	 can	 give	 reasons	 to	 doubt	 the	 conclusion.	 Third,
refutations	 can	 give	 reasons	 to	 doubt	 that	 the	 premises	 provide	 adequate
support	for	the	conclusion.	We	will	survey	these	forms	of	refutation	in	turn.

DOES	THE	EXCEPTION	PROVE	THE	RULE?

The	first	way	to	refute	an	argument	is	to	cast	doubt	on	its	premises.	This	task
can	be	accomplished	either	by	giving	some	reason	to	believe	that	the	premise
is	 not	 true	 or	 by	 finding	 some	 fallacy	 in	 the	 strongest	 argument	 for	 that
premise.	We	will	 focus	 here	 on	 one	 common	method	 of	 refuting	 premises,
namely,	providing	counterexamples.

Suppose	 that	 a	 business	 owner	 argues,	 “Higher	 taxes	 always	 reduce
employment,	so	we	need	to	keep	taxes	low.”	One	way	to	raise	doubts	about
this	argument	is	to	give	a	reason	to	doubt	or	deny	its	premise	that	higher	taxes
always	 reduce	 employment.	 That’s	 easy.	 Just	 point	 to	 one	 time	when	 taxes
went	 up	 to	 a	 high	 level	 without	 employment	 going	 down.	 That	 one
counterexample	 is	 enough	 to	 show	 that	 higher	 taxes	 do	 not	 always	 reduce
employment.

But	 is	 this	 refutation	 strong?	 Not	 if	 the	 opponent	 has	 an	 easy	 reply.	 To
respond,	all	the	arguer	needs	is	a	guarding	term:	“Fine,	so	high	taxes	do	not
always	reduce	employment.	Still,	they	usually	do—almost	always.”	A	single
counterexample	 cannot	 raise	doubts	 about	 this	 guarded	premise.	The	 arguer
can	claim	that	this	counterexample	is	the	exception	that	proves	the	rule	in	the
sense	 that	 its	 exceptional	 features	 show	 that	 the	 rule	 holds	 in	 normal	 cases
(rather	than	in	the	original	sense	of	this	slogan,	which	was	that	the	exception
tests	the	rule).

That	 response	 is	 not	 the	 end	 of	 the	 discussion,	 however.	 As	 soon	 as	 the
arguer	admits	an	exception,	 it	 raises	 the	question	of	whether	 the	case	under
discussion	is	more	like	the	rule	or	more	like	the	exception.	If	we	are	trying	to



determine	whether	 “we	need	 to	keep	 taxes	 low”	 (as	 the	 conclusion	claims),
then	we	need	 to	 figure	out	whether	our	current	circumstances	are	more	 like
the	exceptional	period	when	taxes	go	up	and	employment	does	not	go	down
or	more	 like	 the	 usual	 periods	when	 taxes	 go	 up	 and	 employment	 does	 go
down.	It	is	not	enough	to	give	a	single	counterexample	and	then	stop	thinking.
That	further	issue	will	not	be	easy	to	settle,	but	it	should	not	be	ignored.

The	 same	 goes	 for	 every	 counterexample.	 Many	 religious	 and	 cultural
traditions	 espouse	 something	 like	 the	 golden	 rule:	 “Do	 unto	 others	 as	 you
would	 have	 them	 do	 unto	 you”	 (Matthew	 7:12).	 It	 is	 easy	 to	 think	 up
counterexamples	 to	 this	 esteemed	 principle.	 It	 is	 not	 wrong	 for	 judges	 to
sentence	murderers	 to	prison,	 even	 though	 the	 judges	would	want	not	 to	be
sentenced	to	prison	themselves.	It	is	not	right	for	sadomasochists	to	whip	their
victims,	even	if	they	would	like	to	be	whipped	themselves.

Examples	 like	 these	raise	doubts	about	 the	golden	rule,	but	how	could	 its
defenders	 respond?	 The	 obvious	 point	 about	 sadomasochists	 is	 that	 their
(non-masochistic)	 victims	 do	 not	 consent	 to	 being	 whipped,	 whereas
sadomasochists	would	like	being	whipped	only	in	ways	and	at	times	to	which
they	consent.	Thus,	the	golden	rule	still	holds	if	we	apply	it	only	to	the	act	of
whipping	without	consent.	Nobody	likes	to	be	the	victim	of	that.

In	 the	other	 counterexample,	 the	 judge	would	not	 like	 to	be	 sentenced	 to
prison	even	if	she	deserved	it	because	she	was	guilty	of	a	crime.	However,	the
judge	 would	 presumably	 admit	 that	 punishing	 her	 would	 be	 fair	 in	 those
circumstances.	If	so,	then	we	can	avoid	this	counterexample	by	reformulating
the	golden	rule	like	this:	“Do	unto	others	as	it	would	be	fair	for	them	to	do	to
you.”	What	is	wrong	is	 then	determined	by	what	 is	fair	 instead	of	what	you
happen	 to	 like.	 The	 problem	 is	 that	 this	 reformulation	 of	 the	 golden	 rule
cannot	 be	 applied	 to	 cases	 without	 determining	 in	 advance	 what	 is	 fair	 in
those	cases.	That	makes	it	hard	to	see	how	this	rule	could	function	as	a	basic
principle	of	morality.

When	a	counterexample	casts	doubt	on	a	premise	that	an	argument	depends
on,	 the	 counterexample	 raises	 doubts	 about	whether	 the	 argument	 provides
adequate	 reason	 for	 its	 conclusion.	 After	 all,	 if	 the	 premise	 is	 false,	 the
argument	 fails.	 That	 is	 how	 counterexamples	 to	 premises	 can	 refute
arguments.	 Nonetheless,	 the	 conclusion	 could	 still	 be	 true.	 Moreover,	 the
argument	still	might	succeed	if	it	can	be	reformulated	in	a	way	that	avoids	the
counterexample	and	still	provides	a	strong	enough	reason	for	the	conclusion.
Thus,	 this	 form	 of	 refutation,	 like	 all	 others,	 is	 inconclusive.	 It	 moves	 the
discussion	forward	instead	of	ending	it.

IS	THIS	ABSURDITY	MADE	OF	STRAW?



The	second	way	to	refute	an	argument	is	to	cast	doubt	on	its	conclusion.	If	a
refutation	 shows	 that	 a	 conclusion	 is	 false,	 then	 there	 must	 be	 something
wrong	with	the	argument	for	that	conclusion.	At	least	it	cannot	be	sound.	This
kind	 of	 refutation	 might	 not	 reveal	 specifically	 what	 is	 wrong	 with	 the
argument,	but	it	can	still	show	that	something	went	wrong	somewhere	in	the
argument.	We	know	that	we	took	a	wrong	turn	somewhere	if	we	end	up	in	a
ditch.

The	 strongest	 refutations	 of	 this	 flavor	 are	 reductio	 ad	 absurdum—they
reduce	 the	 conclusion	 to	 absurdity.	 The	 clearest	 absurdities	 are	 outright
contradictions.	If	someone	gives	reasons	to	believe	that	China	has	the	largest
number	 of	 citizens,	 an	 opponent	 could	 reply,	 “That’s	 absurd.	 Just	 wait	 a
minute,	and	 it	will	have	more.	 If	China	had	one	more	citizen,	 then	 it	would
have	 an	 even	 larger	 number	 of	 citizens,	 so	 the	 number	 that	 it	 used	 to	 have
cannot	be	the	largest	number.”	It	is	contradictory	to	claim	that	any	number	is
the	largest	number.

This	reductio	ad	absurdum	obviously	rests	on	a	misinterpretation.	What	the
arguer	meant	was	not	that	the	number	of	citizens	in	China	is	the	largest	of	all
numbers	but	only	 that	China	has	a	 larger	number	of	citizens	 than	any	other
country.	 When	 a	 refutation	 misinterprets	 a	 claim	 in	 order	 to	 make	 it	 look
absurd,	 although	 it	 is	 not	 really	 absurd	 when	 interpreted	 correctly,	 the
argument	 attacks	 a	 straw	man	 or	 a	 straw	 person.	 The	 best	 response	 to	 this
trick	is	simply,	“That’s	not	what	I	meant.”

Real	 cases	 are	 usually	 subtler.	 In	 June	 of	 2017,	 a	member	 of	 the	 Israeli
parliament	pushed	 for	 a	bill	 that	would	have	 required	 all	 professors	 to	give
equal	time	to	any	position	that	any	student	wanted	to	be	discussed.	The	goal
was	 to	 enable	 conservative	 students	 to	 require	 their	 liberal	 professors	 to
consider	 the	conservative	side	of	controversial	 issues	so	 that	students	would
not	be	brainwashed	toward	liberalism.	That	goal	might	seem	reasonable,	but
the	law	would	quickly	lead	to	absurdity.

Just	 imagine	 a	 course	 on	 neuroscience,	 whose	 professor	 emphasizes	 the
role	 of	 the	 hippocampus	 in	 memory.	 One	 student	 says	 that	 memory	 might
instead	be	lodged	in	the	temporal	pole.	Another	suggests	that	it	could	be	the
cingulate.	A	third	suggests	the	striatum.	And	so	on	for	every	part	of	the	brain.
The	 proposed	 law	 requires	 the	 professor	 to	 give	 equal	 time	 to	 all	 of	 these
possibilities.	 That	 would	 be	 absurd	 for	 two	 reasons.	 First,	 there	 is	 little
evidence	 linking	 memory	 to	 those	 other	 parts	 of	 the	 brain,	 so	 what	 is	 the
professor	supposed	to	discuss?	Second,	 it	would	 take	every	minute	of	every
class	to	discuss	all	of	these	possibilities,	so	the	course	could	never	proceed	to
other	topics	in	neuroscience.	These	absurdities	can	be	cited	to	refute	anyone
who	 argues,	 “Every	 student	 opinion	 deserves	 equal	 consideration,	 so



professors	 should	give	 equal	 time	 to	 any	position	 that	 any	 student	wants	 to
discuss.”

Does	this	refutation	attack	a	straw	man?	That	is	not	clear.	On	the	one	hand,
the	 proponents	 of	 the	 law	 were	 probably	 thinking	 of	 positions	 in	 politics
rather	 than	 neuroscience.	 If	 so,	 these	 advocates	 might	 be	 able	 to	 avoid
absurdity	 by	 restricting	 the	 law	 to	 political	 issues	 somehow.	 On	 the	 other
hand,	it	is	not	always	clear	which	issues	are	political,	so	proponents	of	the	law
might	have	meant	to	include	debates	about	politically	controversial	positions
in	 history	 and	 science,	 such	 as	 global	 warming,	 the	 origins	 of	 life	 and	 the
Earth,	the	efficacy	of	torture,	the	causes	of	certain	wars,	and	so	on.	If	the	law
covered	 all	 of	 these	 issues	 as	 well,	 then	 any	 student	 could	 stop	 professors
from	 discussing	 any	 of	 them	 simply	 by	 advocating	 an	 endless	 number	 of
alternative	 views	 with	 nothing	 to	 recommend	 them	 (except	 the	 student’s
desire	 to	 avoid	 an	 impending	 test).	 That	 threat	 shows	 that	 the	 law	 would
effectively	prevent	professors	 from	discussing	any	 topic	within	 its	 scope.	 Is
that	absurd?	I	think	so,	but	maybe	that’s	just	because	I	am	a	professor.	If	that
result	is	what	proponents	of	the	law	want,	then	they	might	not	see	it	as	absurd.

One	lesson	from	this	example	is	that	absurdity	is	sometimes	in	the	eye	of
the	 beholder.	Not	 so	 in	 the	 case	 of	 outright	 contradiction,	 but	 often	 in	 real
cases.	Does	 that	mean	 that	 reductios	 cannot	 refute	 any	 real	 arguments?	No,
but	it	does	reveal	that	those	refutations	will	work	only	for	limited	audiences.
This	 refutation	 cannot	 work	 against	 extremists	 who	 hold	 that	 professors
should	not	be	able	to	discuss	any	controversial	issues.	Nonetheless,	it	can	still
work	 for	moderates	who	 think	 that	 professors	 should	be	 able	 to	discuss	 the
main	 alternative	 positions	 on	 a	 controversial	 issue	 without	 spending	 equal
time	on	every	possibility	that	any	student	might	like	to	bring	up	for	whatever
reason.	This	case	reinforces	my	earlier	point	that	arguments	will	never	satisfy
anyone	whose	standards	are	 too	high,	 such	as	 those	who	seek	certainty;	but
they	 can	 still	 be	 very	 useful	 for	 people	 with	 reasonable	 goals,	 such	 as
justifying	their	conclusion	to	reasonable	moderates	with	open	minds.

WHAT	IS	JUST	LIKE	ARGUING	…	?

The	 third	 way	 to	 refute	 an	 argument	 is	 to	 give	 reasons	 to	 doubt	 that	 its
premises	 provide	 adequate	 support	 for	 its	 conclusion.	 This	 variety	 of
refutation	targets	defects	in	the	relationship	between	premises	and	conclusion
rather	than	in	the	premises	or	conclusion	themselves.

We	saw	examples	in	our	discussion	of	fallacies.	Equivocation	occurs	when
a	word	has	a	different	meaning	in	the	conclusion	than	it	had	in	a	premise.	Ad
hominem	arguments	and	appeals	to	authority	used	premises	about	believers	to
support	conclusions	about	their	beliefs.	And	arguments	beg	the	question	when



their	 premises	 are	 not	 independent	 of	 their	 conclusions—that	 is,	 when
premises	and	conclusion	are	too	closely	related.

The	 relation	 between	 premises	 and	 conclusion	 can	 also	 be	 defective	 in
other	arguments	that	do	not	fit	the	patterns	of	standard	fallacies.	How	can	we
tell	 whether	 that	 relation	 is	 defective?	 The	 most	 direct	 method	 is	 to	 look
closely	at	the	argument	itself	and	assess	it	for	validity	(if	it	is	deductive)	or	for
strength	 (if	 it	 is	 inductive).	Recall	 that	 inductive	 strength	 is	 the	 conditional
probability	 of	 the	 conclusion	 given	 the	 premises.	 That	 probability	 is	 often
hard	to	calculate	or	even	estimate,	so	this	method	has	its	limits.

Another	 method	 is	 less	 direct	 but	 sometimes	 easier	 to	 apply:	 Try	 to
construct	 a	 parallel	 argument	 that	 mirrors	 the	 form	 of	 the	 argument	 being
assessed	and	has	obviously	true	premises	and	an	obviously	false	conclusion.
If	opponents	admit	that	the	premises	are	true	and	the	conclusion	is	false,	then
this	parallel	argument	can	reveal	something	defective	in	the	relation	between
the	premises	and	conclusion	in	the	original	argument	being	assessed.	In	other
words,	when	someone	presents	an	argument,	critics	respond,	“That’s	just	like
arguing	 in	 this	 parallel	 way”	 where	 the	 parallel	 argument	 has	 an	 obvious
defect.	The	original	argument	can	 then	be	defended	only	by	showing	 that	 it
does	not	share	the	same	defect.

Martin	 Luther	 King	 Jr.	 deployed	 this	 strategy	 in	 his	 “Letter	 from
Birmingham	Jail.”	He	had	been	jailed	for	marching	in	favor	of	racial	equality
and	civil	rights.	His	jailors	and	critics	argued	that	he	should	not	have	marched
because	 this	protest	would	 inspire	his	opponents	 to	violently	attack	him	and
other	marchers.	King	replied,	“In	your	statement	you	asserted	that	our	actions,
even	though	peaceful,	must	be	condemned	because	they	precipitate	violence.
But	 can	 this	 assertion	 be	 logically	 made?	 Isn’t	 this	 like	 condemning	 the
robbed	 man	 because	 his	 possession	 of	 money	 precipitated	 the	 evil	 act	 of
robbery?”	 In	 this	 case,	 King’s	 critics	 argued,	 “The	 marchers	 precipitate
violence,	so	they	must	be	condemned.”	He	replied,	in	our	terms,	“That’s	just
like	 arguing	 that	 the	 robbery	 victim’s	 possession	 of	 money	 precipitated
robbery,	so	the	robbery	victim	must	be	condemned.”

Pretty	powerful	reply,	right?	But	what	is	going	on?	King	does	not	deny	the
truth	of	the	premise	that	the	marchers	precipitate	violence.	They	do.	King	also
does	 not	 argue	 that	 the	 conclusion	 is	 false.	 That	 could	 not	 be	 shown	 by
switching	the	subject	to	robbery.	Indeed,	King’s	reply	might	seem	irrelevant.
How	could	talking	about	robbery	show	anything	about	marches?	The	key	lies
in	 the	 form	 of	 the	 arguments.	 Because	 they	 share	 a	 similar	 form,	 if	 one	 is
defective	in	its	form,	so	is	 the	other.	The	parallel	argument	about	robbery	is
supposed	to	move	from	a	true	premise	that	the	robbery	victim’s	acquisition	of
money	 precipitated	 robbery	 to	 a	 false	 conclusion	 that	 this	 victim	 should	 be



condemned.	 That	 movement	 shows	 that	 there	 must	 be	 some	 defect	 in	 the
relation	between	premises	 and	conclusion	 in	 the	 argument	 about	 robbery.	 If
the	argument	about	marches	has	the	same	form	and	the	same	relation	between
its	 premises	 and	 its	 conclusion,	 then	 the	 relation	 between	 premises	 and
conclusion	in	the	argument	about	marches	must	also	be	defective.

This	 reply	 does	 not	 attempt	 to	 show	 that	 the	 conclusion	 of	 the	 argument
about	marches	 is	 false.	 It	 still	might	 be	 true	 that	 the	marchers	 ought	 to	 be
condemned.	All	King	has	 shown	 is	 that	 this	one	argument	 is	not	 enough	 to
support	that	conclusion.	He	casts	doubt	on	one	argument	without	arguing	for
the	opposite.	Moreover,	he	casts	only	some	doubt.	He	does	not	prove	beyond
any	 question	 that	 the	 argument	 fails.	 His	 critics	 still	 have	 several	 moves
available.

First,	 King’s	 critics	 can	 accept	 the	 conclusion	 that	 the	 robbery	 victim
should	be	condemned.	If	that	conclusion	is	true,	then	the	parallel	argument	is
not	 obviously	 defective,	 so	 this	 refutation	 fails	 to	 reveal	 a	 defect	 in	 the
original	argument.	But	this	reply	seems	implausible	in	this	case.

Second,	 King’s	 critics	 can	 deny	 the	 premise	 that	 the	 robbery	 victim’s
possession	 of	money	 precipitated	 the	 robbery.	 If	 the	 robbery	 victim	 hid	 his
money,	as	most	people	do,	 then	 the	robber	would	not	know	whether	he	had
money,	 so	 he	would	 have	 robbed	 this	 victim	 even	 if	 he	 had	 had	 no	money
with	him.	Since	possessing	money	is	not	necessary	for	him	to	be	robbed,	his
possession	 of	money	might	 not	 be	what	 causes	 or	 precipitates	 the	 robbery.
This	reply	is	perhaps	more	plausible	but	still	problematic.

Third,	 King’s	 critics	 can	 point	 out	 differences	 between	 the	 supposedly
parallel	arguments.	The	robbery	victim	did	not	know	that	he	would	be	robbed,
but	 King	 did	 know	 that	 his	 opponents	 would	 attack	 violently.	 The	 robbery
victim	 presumably	 hid	 his	 possessions	 to	 avoid	 robbery,	 whereas	 King
marched	in	the	open	and	hid	nothing.	He	wanted	publicity.

King	 cannot	 deny	 these	 differences	 between	 the	 supposedly	 parallel
arguments,	but	he	could	deny	 that	 these	differences	make	a	difference.	One
way	 to	 test	 what	 makes	 a	 difference	 is	 to	 add	 premises	 to	 each	 argument.
King’s	 critics	 could	 reply,	 “Fine,	we	 spoke	 too	quickly.	But	 our	main	point
still	holds:	The	marchers	knowingly	and	publicly	precipitate	violence,	so	they
must	 be	 condemned.”	To	 refute	 this	 revised	 argument,	King	would	 need	 to
say,	 “That’s	 just	 like	arguing	 that	 the	 robbery	victim’s	possession	of	money
knowingly	and	publicly	precipitated	 robbery,	 so	 the	 robbery	victim	must	be
condemned.”	 The	 problem	 is	 that	 this	 new	 premise	 is	 clearly	 false,	 so	 this
new	argument	does	not	move	from	true	premises	to	a	false	conclusion.	As	a
result,	it	cannot	reveal	anything	defective	in	the	relation	between	this	premise
and	this	conclusion.



As	 always,	 the	 discussion	 can	 continue.	 The	 point	 here	 is	 only	 that	 an
attempt	to	refute	an	argument	by	saying	“That’s	just	like	arguing	…	”	works
only	 if	 the	 supposedly	 parallel	 argument	 has	 true	 premises	 and	 a	 false
conclusion	and	only	if	 the	arguments	really	are	parallel.	All	of	 that	needs	to
be	shown	for	the	refutation	to	work.	It	is	not	enough	to	say,	“That’s	just	like
arguing	…	”	unless	it	really	is	like	arguing…	.

When	 this	 method	 of	 refutation	 is	 applied	 properly,	 it	 can	 be	 used	 to
uncover	 many	 kinds	 of	 fallacies.	 Here	 are	 a	 few	 examples	 with	 varying
degrees	of	strength:
The	Fallacy	of	Composition

Argument:	If	one	person	doubles	her	income,	then	she	will	be	better	off.	Therefore,	if	all	people
double	their	incomes,	then	they	will	all	be	better	off.
Refutation:	That’s	like	arguing	that	if	I	stand	up	at	a	concert,	then	I	will	see	better;	so,	if	the	entire
audience	stands	up	at	a	concert,	then	they	will	all	see	better.

Lesson:	What	holds	for	parts	might	not	hold	for	the	whole.
The	Fallacy	of	Division

Argument:	North	Korea	is	an	aggressive	country,	and	you	are	from	North	Korea,	so	you	must	be
aggressive.
Refutation:	That’s	like	arguing	that	North	Korea	is	a	mountainous	country,	and	you	are	from	North
Korea,	so	you	must	be	mountainous.

Lesson:	What	holds	for	the	whole	might	not	hold	for	parts.
False	Dichotomy

Argument:	You	are	either	with	us	or	against	us,	and	you	are	not	yet	fully	committed	to	our	cause,
so	you	must	be	our	enemy.
Refutation:	That’s	like	arguing	that	you	are	either	with	Fiji	or	against	Fiji,	and	you	are	not	yet	fully
committed	to	Fiji,	so	you	must	be	an	enemy	of	Fiji.

Lesson:	People	can	be	neutral—neither	for	nor	against.
False	Equivalence

Argument:	There	is	some	argument	for	adopting	this	policy,	but	there	is	also	some	argument
against	it	and	in	favor	of	an	alternative;	so	both	sides	are	reasonable,	and	it	is	unreasonable	to	favor
one	over	the	other.
Refutation:	That’s	like	arguing	that	there	is	some	argument	for	jumping	off	this	building	(how
thrilling!),	and	there	is	also	some	argument	against	jumping	off	(how	deadly!);	so	both	choices	are
reasonable,	and	it	is	unreasonable	to	favor	one	over	the	other.

Lesson:	Not	all	arguments	and	reasons	are	equivalent.	Some	are	better	than	others.	(The	same	point
holds	when	there	are	experts	on	both	sides.)
Appeal	to	Ignorance

Argument:	You	can’t	prove	that	there	were	weapons	of	mass	destruction	in	Iraq,	so	there	must	have
been	none.
Refutation:	That’s	like	arguing	that	you	can’t	prove	that	there	are	tiny	spiders	in	this	room,	so	there
must	not	be	any	tiny	spiders	in	this	room.

Lesson:	There	might	have	been	lots	that	we	did	not	see,	because	they	are	hard	to	find,	even	when
they	are	there.



False	Cause	(or	post	hoc	ergo	propter	hoc)

Argument:	Our	economy	improved	right	after	he	became	president,	so	he	helped	our	country	a	lot.
Refutation:	That’s	like	arguing	that	our	economy	improved	right	after	my	daughter	was	born,	so
she	helped	our	country	a	lot.

Lesson:	The	timing	might	be	a	coincidence.	More	generally,	correlation	does	not	imply	causation.

None	 of	 these	 refutations	 is	 conclusive.	 In	 each	 case,	 defenders	 of	 the
argument	 could	 claim	 that	 (a)	 the	 premise	 in	 the	 refutation	 is	 false,	 (b)	 the
conclusion	in	the	refutation	is	true,	or	(c)	the	argument	in	the	refutation	is	not
really	parallel	 to	 the	original	argument,	because	they	differ	 in	some	relevant
respect.

Such	attempts	at	refutation	still	shift	the	burden	of	proof	to	the	defender	of
the	 argument,	 so	 even	 inconclusive	 refutations	 can	make	progress.	They	do
not	end	the	discussion,	but	that	is	not	their	purpose.	Their	goal	is	to	rule	out
simple	mistakes,	 and	 they	 can	 do	 that.	When	 arguers	 succeed	 in	 defending
their	arguments	against	refutations	by	parallel	reasoning,	they	usually	need	to
complicate	their	arguments	and	add	qualifications.	The	refutation	shows	that
the	original	argument	without	the	qualifications	oversimplified	the	issues.	The
revised	 argument	 reveals	 complexities	 and	 subtleties	 that	 the	 original
overlooked.	Refutation	can	thereby	improve	discussions	without	ending	them.



CONCLUSION

Rules	to	Live	By
NOW	YOU	KNOW	SOMETHING	ABOUT	why	we	need	arguments,	what
arguments	are,	how	to	analyze	them,	how	to	evaluate	them,	and	how	to	catch
fallacies.	What	next?

First,	admit	your	 limits.	This	short	book	has	barely	scratched	 the	surface.
You	have	seen	some	purposes	of	arguments,	some	words	in	arguments,	some
valid	forms	of	argument,	some	kinds	of	induction,	and	some	fallacies.	That	is
a	lot	to	have	covered,	but	please	do	not	imagine	that	you	know	it	all.	Nobody
does.

Second,	learn	more.	To	understand	arguments	and	reasons	fully	will	take	a
lifetime.	In	addition	to	exploring	further	kinds	of	arguments,1	we	all	need	to
know	more	 about	 language	 (our	 shared	 means	 of	 communication),	 science
(including	psychology	and	economics),	mathematics	(especially	statistics	and
probability),	 and	 philosophy	 (which	 explores	 our	 basic	 assumptions	 and
values).	There	is	much	more	to	study.

Third,	 keep	 practicing.	 The	 only	 effective	 way	 to	 learn	 how	 to	 identify,
analyze,	evaluate,	and	avoid	fallacies	in	arguments	and	reasons	is	to	practice,
practice,	and	practice	again.	The	best	way	to	practice	is	with	other	people,	and
the	 best	 people	 to	 practice	 with	 are	 people	 who	 disagree	 with	 you	 but
sincerely	want	to	understand	you	and	to	be	understood	by	you.	If	you	can	find
such	partners,	you	are	lucky.	Treasure	them	and	use	them.

Fourth,	construct	your	own	arguments.	When	you	want	 to	 think	about	an
important	issue,	construct	the	best	argument	that	you	can	on	both	sides	of	that
issue.	 (For	 example,	 if	 you	want	 to	decide	whether	 to	buy	a	 larger	 car	or	 a
smaller	car,	spell	out	the	reasons	on	both	sides,	such	as	greater	comfort	in	a
larger	car,	and	less	environmental	impact	from	a	smaller	car.	And	if	you	can
vote	in	an	election,	specify	the	reasons	for	and	against	each	candidate,	such	as
more	focus	on	issues	that	matter	to	you	or	less	ability	to	get	anything	done.)
After	 laying	 out	 your	 reasons	 in	 discursive	 form,	 do	 a	 close	 analysis	 and	 a
deep	analysis	of	your	own	argument	and	evaluate	its	validity	and	strength.	If
you	do	this	honestly,	you	will	gain	a	better	understanding	of	your	beliefs,	your



values,	and	yourself.	Then	ask	a	friend,	colleague,	or	opponent	to	analyze	and
evaluate	your	 arguments,	 and	 return	 the	 favor.	This	 exchange	will	 help	you
both	understand	each	other	better.

Fifth,	use	your	skills.	When?	Throughout	your	daily	life,	including	Internet
chats,	 political	 debates,	 and	other	 contexts	where	 polarization	 and	 incivility
run	rampant.	Don’t	simply	declare	what	you	believe.	Give	arguments.	Don’t
let	others	merely	announce	their	positions.	Ask	questions	about	their	reasons.
Don’t	interrupt.	Listen	carefully	to	their	answers.	Don’t	attack	opponents	too
soon.	Interpret	them	charitably.	Don’t	insult	or	abuse	opponents.	Be	civil	and
respectful.	Don’t	commit	fallacies.	Be	critical	of	your	own	reasoning.	Don’t
think	that	you	have	all	the	answers.	Be	humble.

Sixth,	teach	others.	The	skills	that	you	have	learned	are	not	widely	enough
shared,	 so	 share	 them	 widely.	 One	 method	 involves	 explicit	 training	 or
lengthy	 discussions	 about	 argumentation,	 but	 that	 is	 not	 the	 only	way.	You
can	 also	 teach	 others	 simply	 by	 pointing	 out	 problems	 as	 they	 arise	 in
informal	 contexts.	When	one	person	 interrupts	 another,	 you	can	 ask,	 “What
were	 you	 saying	 before	 you	 were	 interrupted?”	 When	 someone	 calls	 an
opponent	crazy	or	stupid,	you	can	say,	“I	don’t	think	you	are	crazy.	I	want	to
understand	your	point	of	view.”	When	a	speaker	presents	a	bad	argument,	you
can	 specify	 precisely	 what	 is	 bad	 about	 it.	 When	 they	 present	 a	 good
argument,	you	can	say	why	it	is	good.	We	too	often	let	teaching	opportunities
like	these	slip	by.

We	 cannot	 always	 follow	 these	 rules.	 It	 takes	 too	 long	 to	 practice	 or	 to
construct	 and	 listen	 to	 arguments	 on	 every	 issue.	 Nobody	 has	 that	 much
patience	or	time.	Moreover,	not	every	circumstance	is	right	for	teaching,	and
not	 every	 audience	 is	 amenable	 to	 learning.	 Even	 incivility	 is	 sometimes
justified.	Nonetheless,	we	could	all	benefit	 from	following	 these	 rules	more
than	we	do	now.	So	let’s	get	started.
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philosophical	distinction	will	not	affect	my	main	points	in	the	text.
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900	of	these	1000	Fiats	as	Fiats.	But	he	would	also	misidentify	10%	or	4,900	of	the	49,000	non-
Fiats	 as	 Fiats.	 Thus,	 out	 of	 the	 900	 +	 4,900	 =	 5,800	 cars	 that	 he	would	 identify	 as	 Fiats,	 only
900/5800	=	15.5%	really	are	Fiats.
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