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ABSTRACT

Recently the presence of amplitude and frequency mod-
ulations in individual formants of the speech signal
was demonstrated using the Discrete-time Energy Sep-
aration Algorithm (DESA). Formant modulation esti-
mates are valuable to the understanding of speech pro-
duction, and have found several applications. While
the DESA has been successfully applied in tracking
the amplitude envelope of formants, the DESA fre-
quency estimator has been relatively unexploited for
tracking formant frequency modulation (FM) due to
its lack of robustness to conditions commonly occur-
ring in practice. Here we consider an alternate method
of frequency estimation based on the Wigner Distribu-
tion (WD) and investigate its application to the esti-
mation of formant FM in speech signals. It is shown
using simulated and speech signals that the WD esti-
mator can track formant FM with high time resolution
under a wider range of conditions and is more robust
to additive noise present in the signal than the DESA
estimator. Finally the computational complexities of
the two methods are compared.

1. Introduction

Recently the presence of amplitude and frequency mod-
ulations in individual formants of the speech signal was
demonstrated using the Discrete-time Energy Separa-
tion Algorithm (DESA) [1]. Time variations of instan-
taneous frequency and amplitude were observed within
individual pitch periods of bandpass filtered speech res-
onances, supporting theories of nonlinear and time-
varying phenomena during speech production. Based
on this, the following exponentially-damped AM-FM
signal has been proposed as a model for a speech reso-
nance [1], -
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with a time-varying amplitude a(n) and an instanta-
neous frequency given by fi(n) = fo + fma(n). The
speech signal is modeled as the sum of several such res-
onances, one corresponding to each formant frequency.
With a bandpass filter, centered at the formant center
frequency, applied to isolate the resonance, the DESA
has been used to estimate separately the amplitude and
frequency signals, a(n) and f;(n), from sampled speech.
Apart from the value of such investigations to the un-
derstanding of speech production, formant modulation
information has found applications in speech coding,
speech classification and speaker identification [2,3].

For a discrete-time AM-FM signal of the form (1),
the DESA provides a computationally simple, high res-
olution estimate of the envelope and instantaneous fre-
quency under certain assumptions. While the amph-
tude envelope is accurately tracked under most con-
ditions occurring in practice, the DESA frequency es-
timator breaks down when the assumptions necessary
for its validity do not hold, such as when the carrier
frequency is low relative to the maximum frequency
deviation, and in the presence of additive noise. This
has limited the use of formant frequency modulation
estimates in practical applications [2]. It is of interest,
therefore, to investigate the application of alternate de-
modulation approaches to estimate instantaneous fre-
quency (i.f.). )

One obvious method to estimate the i.f. of phase-
modulated signals is by the phase-derivative of the cor-
responding analytic signal obtained using the Hilbert
Transform (HT) [1). While this method provides ac-
curate estimates of i.f. in a wider range of modulation

conditions than the DESA frequency estimator, it is

not robust to additive noise present in the signal.

The Wigner Distribution (WD), a joint time-
frequency signal representation, offers a representation
concentrated about the instantaneous frequency for
phase-modulated signals. Further, the frequency lo-
cation of the peak of the WD at each time instant pro-
vides a nearly optimal estimate of the i.f. for a large



class of phase-modulated signals in additive white,
Gaussian noise (w.g.n.) [4). The WD has been applied
to the tracking of i.f. of time-varying signals in several
applications including the estimation of formant tracks
during transient sounds in speech. Here we discuss the
application of the WD to estimate formant frequency
variation at far smaller time scales i.e., on the order of a
sampling period. We compare its performance with the
DESA and HT frequency estimators using simulated as
well as speech samples.

The DESA frequency estimator is given by the
DESA-1 of [1),

_ 1 Yly(n)] + ¢ly(n + 1)]
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2. Implementation of the WD
frequency estimator

For a complex signal s(n), the discrete-time WD is
given by

N/2
W,(n,f)= D s(n+k)s*(n—k)exp(-jirkf) (3)

k=-—-N/2

The above is computed via a highly zero-padded DFT
of the windowed inner product sequence at each time
sample n. The resulting function of f is searched for its
maximum value. The i.f. estimate is the corresponding
value of f. For real signals of the form (1) the analytic
form is first computed using the Hilbert transform and
then (3) is implemented. Typically a Gaussian window
is applied to the data before computing the WD to op-
timise the obtainable time- and frequency- resolutions.

For complex signals with constant amplitude and
quadratic phase function (linear FM) in the presence
of additive w.g.n., the frequency location of the peak
of the WD, as computed in (3), gives the optimal esti-
mate of the i.f. at the time instant n [4]. The estimate
is unbiased with the variance decreasing with increas-
ing window length N. In the case of nonlinear FM
signals, the WD frequency estimate is generally biased
with the amount of bias depending on the deviation
from linearity (or more accurately, skew-symmetry) of
the i.f. curve within the data window. Thus the choice
of window length (and shape) reflects the trade-off be-
tween bias and variance of the i.f. estimate.

3. Performance on Simulated Signals

The DESA and WD estimators have been applied to
the estimation of instantaneous frequency for a class of
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A
AM-FM/Cosine signals which serve as a realistic model
for the behaviour of a single speech resonance within a
pitch period [1]. The set of signals used in the simula-
tion are given by:
[1+ 0.5cos(mn/100)]Jcos(wn/5 + 20ksin(7n/100)), with
k varying in (0.5,5) in steps of 0.5, and n : 0..999.
The DESA algorithm is implemented as in (2) followed
by 5-point median filtering [1]. "WD-N" is the WD
frequency estimate computed from the analytic signal
obtained via frequency domain filtering; N is the length
in samples of the Gaussian window applied to the data.
The size of the DFT in the WD computation is 512.

Table 1. Percentage frequency estimation errors for
AM-FM/Cosine signals in additive w.g.n.

SNR DESA WD-16 WD-32
(dB) abs | rms | abs | rms | abs | rms

Infinity | 0.3 | 0.4 | 0.05 | 0.09 | 0.16 | 0.23
20 105180 1.2 | 1.6 | 0.47 | 0.64

10 3161480 55 [ 140 1.7 | 5.8

From the results of the numerical simulation in Ta-
ble 1 we see that for the given window lengths, the
frequency estimate based on the WD exhibits less bias
than the DESA frequency estimate (as depicted by the
values at SNR=Infinity). In the presence of additive
w.g.n., the WD frequency estimate is significantly more
accurate than the DESA frequency estimate. Increas-
ing the window length in the WD estimator, while in-
creasing the bias, improves its robustness to noise. It
was found that frequcncy estimation based on the HT
exhibited a bias and variance comparable to that of the
DESA in Table 1.

4. Application to Speech Analysis

The WD frequency estimator as described in Section 2,
has been applied to the tracking of instantaneous fre-
quency of bandpass filtered speech formants and the re-
sulting estimates compared with those obtained by the
DESA estimator and the HT-based estimator. Since

‘the WD is based on the analytic signal, its performance

on noise-free signals is expected to be similar to that
of the HT-based estimator. We have made the follow-
ing general observations on the comparative behaviour

.of the three frequency estimators. Some of these are

demonstrated by the example of Figure 1 for a seg-
ment of the vowel ”ae” (male speaker) spanning about
3 pitch periods and sampled at 16 KHz. The frequency



estimation algorithms were applied to the bandpass fil-
tered formants F1 (700 Hz) and F3 (2900 Hz). Gaus-
sian filters centered at the formant frequencies, and
bandwidths of 900 Hz and 1100 Hz respectively, were
used.

4.1. Dependence on formant frequency:

For middle and high frequency formants (frequency>1
KHz) the WD frequency estimate computed using a
short Gaussian-shaped window (length = 16 samples at
16 KHz sampling frequency) matches the correspond-
ing DESA frequency estimates closely, 1.e.the WD es-
timate tracks the formant frequency modulation with
high time resolution between pitch impulses while ex-
hibiting sharp spikes due to phase discontinuities at the
pitch period boundaries (see Fig.1 c,d). The amplitude
of the spikes can be reduced by increasing the WD win-
dow length but this also results in smoothing of the for-
mant FM due to the increased time-averaging as seen
in Fig le. However this additional flexibility provided
by the availability of the window length parameter in
the WD estimator sometimes improves the overall rep-
resentation of the FM. For low frequency formants, the
DESA estimate is significantly degraded since the as-
sumption that the carrier frequency is low relative to
the frequency deviation is no longer valid. The WD
and HT estimates shows formant FM clearly within
each pitch period (note the 2 lobes per pitch interval
in Fig 1 g,h).

4.2. Effect of additive noise:

From the simulation results of Table 1, it is evident
that the WD frequency estimator is far more robust
than the DESA (or HT) estimator in the presence of
additive, white noise. This characteristic is useful in
regions of low amplitude of the input signal, when noise
due to quantisation in the digital computation can be
significant. It is found that while the DESA and HT
estimators often break down in low amplitude regions
of the input speech signal, the WD estimate tracks the
frequency accurately.

Since frequency estimation is done after applying a
bandpass filter to the speech signal to suppress neigh-
bouring formants, any additive noise present in the
speech signal is considerably attenuated. Therefore the
effect of additive noise in the speech signal on the esti-
mation of formant FM is dependent on the bandwidth
of the bandpass filter, and for typical filter bandwidths,
can be observed only at very low overall speech SNRs.
In Fig. 1 (i,j) the WD and HT estimators are applied
to the frequency estimation of formant F1 of the speech
signal in additive w.gn. at the very low overall SNR
of 3 dB (before bandpass filtering). With the given
window length (48 samples) we see that the WD esti-
mate is better able to preserve the formant FM in the
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presence of noise.

4.3. Computational complexity:

The DESA frequency estimator in (2) is computed us-
ing only 5 data samples at any time instant and is
computationally very simple. The WD estimator on
the other hand, involves computation of an inner prod-
uct followed by a large (but sparse) DFT, and hence is
far more complex than the DESA estimator. However
in the application to speech formant FM estimation,
the computation necessitated by the bandpass filter re-
quired to isolate the formant adds considerably to the
overall complexity and makes the two algorithms a lit-
tle more comparable. In the case of the WD estimator,
the analytic signal can be generated by applying a com-
plex bandpass filter to the speech signal, which requires
only twice as much computation as the real bandpass
filter required when using the DESA estimator. Fur-
ther, in implementing (3) to find the frequency maxi-
mum of the WD, it is found necessary to search only
the immediate neighbourhood (+/-10 frequency sam-
ples) of the previous frequency peak in order to find the
current frequency maximum, limiting the computation
to about 20 DFT samples. The overall complexity of
the WD-based algorithm in the speech formant FM es-
timation application is typically 5-10 times higher than
that of the DESA frequency estimator.
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Fig.1(a) Speech and LPC spectra for the vowel "ae” ;
(b) Time waveform of "ae” (male voice,samp.freq.=16KHz);
Frequency estimates for F3:(c) DESA;(d) UD-16;(e) WD-48;
Frequency estimates for F1:(f) DESA;(g) UD—AB;(h).HT
Frequency estimates for F1l (SNR=3dB): (i) UD-48;(j) HT

- 816



