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Formant frequencies, represented by major peaks in the spectrum 
of speech signals, convey important information about speech. 
The authors propose a method for detecting the formants of 
voiced speech through ‘instantaneous frequency’ (IF) estimation 
using a recursive least square (RLS) algorithm. The accuracy of 
the technique is assessed by comparing it with conventional 
formant detection techniques. This method is also analysed from 
the viewpoint of phonetic conformity using ‘temporal 
decomposition’. 

Introduction: Formants are typically detected through searching 
for major peaks in spectral representations using short-time Fou- 
rier transform, filter-bank analysis, or linear prediction [I]. The 
main drawback of the first two (non-parametric approaches) is the 
tradeoff between frequency resolution (formant detection capabil- 
ity) and time resolution (formant tracking accuracy). In the linear 
prediction method (model based), two typical techniques are used: 
root finding, and peak picking of the reciprocal of the inverse fil- 
ter in the LPC model. Both procedures rely on an all-pole model 
approximation of speech and the estimation accuracy is typically 
< 90Yo [l]. 

Instantaneous frequency (IF) estimation techniques are proven 
to be efficient in detecting and tracking frequency changes of 
mono-component signals but, in the case of multi-component sig- 
nals, the result can be meaningless [2]. 

To detect and track individual components of multi-component 
signals through IF estimation, a number of methods have been 
proposed [2]. Most of these methods give high instantaneous reso- 
lution in both time and frequency domains but, on the other hand, 
tracking spurious peaks in speech spectrum can be a major draw- 
back [2]. 

To alleviate such a problem, we use the recursive least square 
(RLS) algorithm which models the data as a linear prediction 
sequence, through the weighted covariance matrix [2]. The algo- 
rithm parameters are extracted in a recursive way, as [2] 

a,+, =a, - e,+lP;lz; (1) 
e,+l = z ( n  + 1) + gz,~a, 

P, = aP,-1 + gg: 
where n is the time index, P,, is an approximation to the covari- 
ance matrix, a, is the vector of prediction filter coefficients at time 
n, e,,, is the prediction error at time n+l,  and a is the forgetting 
factor. z, is the signal vector at time n given as 

3, = [z(n)  z ( n  - 1) ... z(n - L + 1)]’T 

where L is the length of the prediction filter and T represents 
transposition. 

The RLS algorithm estimates only the frequency of the predom- 
inant component in speech, which is indeed the major formant. To 
find all desired formants, a hierarchical procedure is proposed in 
this Letter. We discuss the accuracy of the method and also 
present an evaluation by phonetic relevance analysis via temporal 
decomposition (TD) [4] of the matrix of estimated formants. 

Method: First, we de-emphasise voiced speech using a linear phase 
6dBloct lowpass FIR filter to attenuate the high-frequency com- 
ponents. This filter reduces fluctuations in the IF which may 
appear during some instants due to the ‘non-lowpass’ spectral 
characteristics. Secondly, the RLS is applied to the de-emphasised 
speech to estimate the first formant as the IF of the predominant 
component. 

To find other formants, we need to modify the spectral charac- 
teristics of the signal so that the predominant component be the 
desired formant detectable by the RLS algorithm. To do this, we 
apply the algorithm to the speech signal in consecutive steps, each 
associated with an appropriate pre-processing stage, to change the 
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Fig. 1 Speech waveform, spectrogram, and formant trajectories (white 
lines on spectrogram) 

The results represented in Fig. 1 are obtained by processing a 
composite voiced speech signal composed of 101, I d ,  and la/. It has 
been lowpass filtered at -4kHz and sampled with 8kHz. The total 
duration is 200ms, which can approximately be divided into three 
parts of 87, 48, and 65ms duration for the three aforementioned 
sounds, respectively. 

Table 1 shows the overall error in formant estimation using the 
proposed method. In comparison with conventional formant 
trackers, in which the overall error is 60Hz for the first two form- 
ants, and ll0Hz for the third one [l], our method yields higher 
accuracy. The relatively larger error in the fourth and ffth form- 
ants, arises from the non-stationary behaviour of voiced speech at 
higher frequencies. 

As seen in Fig. 1, close formants are well resolved by the pro- 
posed method. Indeed, the RLS algorithm uses the preceding 
information to predict the new parameters of the signal, in the 
least square sense. This is controlled by a forgetting factor which 
is typically between 0 and 1. The larger the forgetting factor, the 
smoother the formant trajectories. We found that a value between 
0.9 and 0.95 is suitable to obtain good speech quality. 

To perform an evaluation from the viewpoint of phonetic con- 
formity, we used the matrix of formants as the matrix of spectral 
parameters. Then, we decomposed the matrix using temporal 
decomposition [4] and extracted speech events. The experiments, 
conducted using a number of different utterances, resulted in good 
relevance of the detected events to the phonemic structure of 
speech (considering the events location and duration). We also 
repeated the experiments using the STFT technique in IF estima- 
tion for a comparison from the viewpoint of phonetic relevance. 
For most cases, the latter technique produced spurious or 
unmatched events. 

An illustrative example, using the same short composite utter- 
ance (depicted in Fig. l), is shown in Fig. 2. As can be seen, events 
extracted using the proposed method (solid) adapt well with the 
phonemic structure of the utterance, while nearly irrelevant events 
(dashed) are obtained using the STFT technique. 

No. 1 17 



Conclusion We have proposed a formant detection method usmg 
an RLS algorithm to find and track the IF of voiced speech 
signals The method relies on the predictability of formant evolu- 
tion and the structure of voiced speech spectrum using the 
weighted covariance matrix associated with short segments of the 
signal 
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Fig. 2 Temporal decomposltion using formant-matrix as spectral 
parameters 
a Events using STFT 
b Events using proposed method 
c Speech waveforin 

The method has been evaluated through companson of the 
aclveved accuracy in formant estmation with that of conventional 
formant detection techniques The results obtamed using the pro- 
posed technique clearly indicate better detection and t r a c h g  ab& 
ity (see Table 1 and Fig 1) 

The proposed technique has also been analysed and compared 
to the STFT-based methods from the vlewpomt of phonetic con- 
formity usiiig temporal decomposition Our expenments show that 
while STFT-based methods generally fad to follow the speech 
phonetic evolution, the proposed technique mostly conforms with 
the phonemc structure (see Fig 2) Ths result, axlomatically, 
shows the superior performance of the proposed formant estma- 
tor over STFT-based methods in extracting the mam spectral com- 
ponents of speech which are related to phonetic events These 
components are particularly useful m systems where only a few 
formants are considered for representation 
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One of the applications of QPSK modulators is to control the 
amplitude and phase of an R F  signal, worlung as a vector 
modulator. Recently there are several monolithic commercial 
circuits that can be easily used to frequencies of > 46Hz. First, 
the input signal must be decomposed into two quadrature 
components, which is usually done in a 3dB 90" hybrid coupler. 
Using microstrip techniques, this I-Q vector modulator exhibits 
narrowband characteristics, due to the degradation of the hybrid 
performances with frequency. The authors show how the working 
bandwidth can be extended up to an octave by means of a 
versatile control system as described here, as an alternative to a 
new design of the RF stage. 

Introduction; A vector modulator has recently been developed as 
the main element of an electronically steered array antenna for 
mobile communications applications in the L band [l]. A classical 
configuration has been used [2], with a 3dB 90" hybrid coupler to 
obtain two quadrature outputs, and a commercial MMIC QPSK 
modulator (HPMX2001) to make the control vector function. By 
using microstrip techniques, small size circuits with high integra- 
tion facilities are easily obtained at a very low cost. The vector 
modulator has been initially designed at a frequency of 1.575GHz, 
used by the GPS navigation system, although the working band- 
width will be mainly limited by hybrid characteristics. It can be 
easily extended up to the whole L band (1-2GHz), by introducing 
the appropriate compensation through the control subsystem with- 
out any modification in the R F  stage, as is presented here. To pro- 
vide complete control by software, PC based boards have also 
been developed, so the device could also be used in any of the 
navigation and communications systems working in the L band. 

control board 
PPI 82C55 
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Fig. 1 Block diagram of I-Q vector modulator 

Design The block diagram of the vector modulator is shown in 
Fig 1 It is composed of a 3dB 90" hybrid, into which the R F  sig- 
nal is apphed to obtain the tdo equal amplitude quadrature out- 
puts needed, I and Q These signals are introduced in the QPSK 
modulator, m which the control vector function is calculated by 
multiplymg the amplitude of each component by two DC control 
signals (I' and Q), acting as a scaling factor between -1 and +I 
The output is now obtained as a vectorial combination of them, 
resulting in a signal wlth equal frequency and different amplitude 
and phase chaiacteristics The worlung frequency range of this cir- 
cuit in the R F  inputs is from DC to 2GHz These DC control sig- 
nals are obtained through 8 bit D/A converters, with 8 bit latches 
and an ISA interface in a PC boaid, constitutmg a system com- 
pletely controlled by software, which is one of the key elements of 
this design To calculate these control signals pioperly the follow- 
ing effects must be taken into account At the design frequency of 
the hybrid (1 575GHz), the mbalance in the amplitude and phase 
wlll not be null due to small mperfections in the circuit, although 
they wdl have the " m u m  values This fact has little influence 
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